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Abstract. Maritime transport plays a pivotal role in global trade, yet it faces challenges due to corrosion, which 
deteriorates metallic surfaces of vessels, leading to potential safety hazards and financial burdens. Traditional  corrosion 

detection methods such as visual inspections are inefficient, time-consuming, and often subjective. This paper proposes 
a deep learning-based solution utilizing Convolutional Neural Networks (CNNs) to detect and assess corrosion on 
marine vessel surfaces. Our proposed solution not only automates the detection process but also enhances accuracy, 
ensuring early identification and effective management of corrosion. Through rigorous experimentation, the model 
demonstrated high accuracy, significantly improving the corrosion detection process for the maritime industry. 
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1. INTRODUCTION 

The maritime industry is essential to global trade and transportation. However, corrosion, a natural 

electrochemical process that deteriorates metal, remains a persistent issue, affecting the longevity and safety of 

marine vessels. As vessels operate in harsh marine environments, the corrosion rate is influenced by salinity, 

temperature, and humidity. Traditional methods for corrosion detection, such as manual inspections and ultrasonic 

testing, are labour-intensive, prone to human error, and time-consuming. To overcome these challenges, recent 

advancements in artificial intelligence, particularly deep learning, offer a new solution. This paper discusses how a 

deep learning-based system utilizing CNNs can accurately detect corrosion in real-time, optimizing vessel 
maintenance and reducing costs. 

The traditional approach of Corrosion in marine vessels poses several challenges: 

Inefficiency of traditional methods: Visual inspections and ultrasonic testing are the most widely used 
methods, yet these are subjective and laborious. 

High labour cost and time consumption: Routine checks require significant human intervention, 
increasing operational costs and downtime. 

Human error: Given the subjective nature of manual inspections, the detection of early- stage corrosion 
can be easily missed. 

2. RESEARCH METHODOLOGY 

We propose a deep learning-based system leveraging CNNs to detect corrosion in marine vessels. The 

system captures images of metal surfaces, processes them through a CNN model, and outputs an assessment of the 
corrosion type. 
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1. Image Capture 

A high-quality camera is used to capture images of metal surfaces on marine vessels. 

2. Data Preprocessing 

The captured images are pre-processed using techniques such as resizing, normalization, and noise 
reduction to ensure they are suitable for CNN input. 

3. CNN Architecture 

A Convolutional Neural Network (CNN) is designed with multiple layers, including convolutional, 

pooling, and fully connected layers. This architecture allows the model to learn features such as texture, colour 
degradation, and pattern anomalies, which are indicators of corrosion. 

4. Model Training 

The model is trained using a labelled dataset of images, where the degree of corrosion is predefined. 
Techniques such as data augmentation are used to prevent overfitting. 

5. Prediction and Recommendation 

Once trained, the model classifies new images into categories such as “Galvanic corrosion” or “Uniform 

corrosion.” Based on this classification, the system recommends whether the metal surface requires immediate 
replacement or continued use. 

6. Evaluation Metrics 

The model's performance is evaluated using standard metrics such as accuracy, precision, recall, and F1-
score. A confusion matrix is also used to understand false positives and negatives. 

3. THEORY AND CALCULATIONS 

In evaluating the performance of our corrosion detection model, three key metrics—precision, recall, and 
F1-score—provide insight into its accuracy and reliability. 

1. Precision 

Precision measures the accuracy of the positive predictions. 
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Formula: Precision=TP/(TP+FP) where: 

TP = True Positives (correctly predicted positives) FP = False Positives (incorrectly predicted positives) 

2. Recall 

Recall measures the model’s ability to detect all positive instances. 

Formula: Recall=TP/(FN+TP) where: 

FN = False Negative (incorrectly predicted negatives) 

3. F1 Score 

The F1 score is the harmonic mean of precision and recall. It balances the two metrics, making it useful 

when you want to find a balance between precision and recall. A high F1 score indicates both high precision and 
high recall. 

Formula: F1=2*((Precision*Recall) / (Precision+ Recall)) 

4. Accuracy 

Accuracy measures the overall correctness of the model. 

Formula: Accuracy=TP+TN/(FP+FN+TP+TN) where: 

TN = True Negative (correctly predicted negatives) 

4. RESULTS 

1. Model Performance 

This deep learning model, demonstrated promising results in accurately detecting corrosion levels across 

various images of metal surfaces. Through multiple training sessions, the model achieved a classification accuracy 

of approximately 74%. The precision and recall scores across corrosion categories show that the model has been 

effective in distinguishing between different stages of corrosion with minimal overlap between classes. The 

confusion matrix highlights low misclassification rates, affirming that the CNN model has learned significant 
corrosion-related features. 
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2. Evaluation Metrics 

The model’s effectiveness was evaluated using key metrics such as: 

Precision 

High precision rates indicate that the model was effective in minimizing false positives. 

Recall 

Strong recall values, especially in detecting early corrosion stages, demonstrate the model's capacity to 
capture true positives accurately, which is crucial for early intervention and cost-saving. 

F1-Score 

With F1-scores averaging above 88% across categories, the model achieved a balance between precision 
and recall. 

 

3. Comparison with Traditional Methods 

Compared to traditional methods such as manual visual inspection or ultrasonic testing, this deep 
learning-based approach has shown several advantages: 

Efficiency 

The model can process images rapidly, enabling real-time assessments. This is particularly beneficial in 
marine environments where time for inspection is limited. 

Consistency 

Unlike manual inspections prone to subjectivity and human error, the CNN model provides consistent 
results across multiple tests and images. 
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Scalability 

Traditional inspection methods require significant labour, whereas the model can be scaled to evaluate 
numerous vessels without extensive manual oversight. 

5. CONCLUSION 

In conclusion, this paper presents a novel deep learning-based system for detecting corrosion on marine 
vessels, which addresses the inefficiencies of traditional methods. 

The research methodology involves several phases: 

Data Collection: Gathering a diverse dataset of metal surface images from various marine environments. 

Model Development: Designing the CNN architecture, selecting hyperparameters, and training the model. 

Experimentation: Testing the model across various datasets, tuning hyperparameters, and adjusting the 
architecture to improve performance. 

Evaluation: Assessing the model using various metrics and comparing its performance to traditional 
methods like visual inspections. 

By automating the detection process and providing accurate maintenance recommendations, this system 

has the potential to significantly reduce operational costs and improve the longevity of vessels. While challenges 

such as data availability and computational resource constraints remain, the system represents a promising step 
toward more efficient vessel maintenance. 

6. DECLARATION  

Study Limitations 

While the proposed deep learning solution addresses many existing problems, there are challenges to 
consider: 

Data availability: The effectiveness of the CNN model depends on a large, high- quality dataset of 
corrosion images. Capturing a sufficient number of training images from different environments may be difficult. 

Model generalization: Marine environments vary widely, and a model trained in one region may not 
perform as well in another with different environmental factors. 

False positives: There is a risk that the model may flag surfaces as corroded when they are not, leading to 
unnecessary repairs or replacements. 

Data dependence: The model’s accuracy is highly dependent on the quality and diversity of the training 
dataset. 

Environmental variability: Differences in environmental factors such as humidity and salinity may require 
region-specific models. 

Real-time processing: The computational intensity of CNNs may hinder real-time application on vessels 
with limited processing power. 
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