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Abstract. Traffic congestion in urban areas is a growing challenge, leading to increased travel time, 

fuel consumption, and environmental pollution. Traditional traffic signal systems operate on fixed 

timing schedules, failing to adapt to real-time traffic conditions. This research proposes an AI-based 

smart traffic management system that dynamically adjusts traffic signal timings using CCTV 

cameras and deep learning models. The system continuously monitors stopped vehicles at 

intersections using YOLO-based object detection and assigns adaptive green light durations based 

on vehicle density. The proposed solution is tested using a custom-trained YOLO model, YOLOv8, 

and YOLOv5, comparing performance metrics such as mAP, precision, and recall. Experimental 

results demonstrate that the proposed model achieves improved traffic flow efficiency by reducing 

waiting times and prioritizing lanes with higher congestion. The system is scalable for smart cities 

and can integrate IoT-based sensors and real-time traffic analytics for further optimization.  

Keywords. Real-time vehicle monitoring, Traffic Density Estimation, Adaptive Signal Timing, 

CCTV-based traffic management, YOLO object detection.  

INTRODUCTION 

Traffic congestion is a major challenge in urban areas, leading to increased travel time, fuel consumption, and 

environmental pollution [1]. Traditional traffic signal systems operate on fixed time cycles, failing to adapt to 

real-time traffic conditions, which results in inefficient traffic flow management [2], [3]. To address this issue, 
researchers have proposed AI-powered smart traffic management systems that utilize CCTV cameras and deep 

learning models to dynamically adjust traffic signal timings based on real-time vehicle density [4], [5]. By 

leveraging YOLO-based object detection, such systems can continuously monitor stopped vehicles at intersections 

and optimize green light durations accordingly, ensuring a more efficient and adaptive traffic control system that 

reduces congestion and improves road efficiency [6], [7].  

Motivation 

With the rapid growth of urban populations and vehicle numbers, existing traffic management systems struggle 

to handle varying traffic conditions effectively [1], [2]. Fixed- time traffic signals do not account for fluctuations 

in vehicle density, leading to unnecessary delays in low-traffic periods and congestion in high-traffic periods [3]. 

Moreover, manual traffic monitoring is labor-intensive and impractical for large cities, making automated 

solutions a necessity [4]. Artificial Intelligence (AI) and computer vision offer a scalable, automated solution by 

enabling real-time traffic monitoring and adaptive signal control [5], [6]. By integrating YOLO object detection 

models and AI-driven decision-making, this research aims to develop a dynamic and intelligent traffic control 

mailto:221eg105b12@anurag.edu.in
mailto:321eg105b35@anurag.edu.in
mailto:421eg105b45@anurag.edu.in
mailto:521eg105b57@anurag.edu.in


INTERNATIONAL JOURNAL OF ENGINEERING INNOVATIONS AND MANAGEMENT STRATEGIES, VOL 1, MAR 2025 

 

Page No.: 2 
 

system that can optimize signal durations based on live traffic data, significantly improving urban mobility and 

reducing fuel wastage [7].  

LITERATURE SURVEY 

TABLE 1. Review Paper 1  

Resource Paper Limitations Limitations 

An Effective Approach 

of Vehicle Detection 

Using Deep Learning 

This study employs deep learning methods to 

enhance vehicle detection algorithms, utilizing 

YOLOv3 and SSD models trained on an open-

source road vehicle dataset. 

The paper does not provide specific 

accuracy metrics or detailed 

performance comparisons between 

the models used. 

 

TABLE 2. Review Paper 2  

Resource Paper Description Limitations 

A Fast and Accurate Real- 

Time Vehicle Detection 

Method Using Deep Learning 

for Unconstrained 

Environments 

This research presents a vehicle detection 

and classification approach using the 

YOLOv5 architecture, emphasizing the use 

of transfer learning to fine-tune pre- 

trained models on publicly available 

The study focuses on the limitations 

of high-quality labeled training 

samples but does not provide 

specific accuracy metrics or detailed 

performance evaluations. 

TABLE 3. Review Paper 3  

 

Resource Paper Description Limitations Limitations 

Vision-based vehicle 

detection and counting 

system using deep 
learning in highway 

scenes 

The paper proposes a vision-based system 

for vehicle detection and counting, 

introducing a high- definition highway 
vehicle dataset with over 57,000 annotated 

instances. 

While the dataset is comprehensive, the 

paper does not specify the accuracy of 

the detection system or provide detailed 
performance metrics. 

PROPOSED SYSTEM 

 The proposed AI-based real-time traffic management system leverages CCTV cameras and deep learning 

models to dynamically adjust traffic signal timings based on vehicle density at intersections [1], [2]. 
Unlike traditional fixed-timing traffic signals, this system continuously monitors stopped vehicles using 

YOLO-based object detection and assigns adaptive green light durations based on real-time traffic 

conditions [3], [4]. The system integrates a custom-trained YOLO model, YOLOv8, and YOLOv5 to 

evaluate performance metrics such as precision, recall, and mean average precision (mAP) [5], [6]. By 

processing live CCTV feeds instead of pre-recorded videos, the system ensures continuous traffic 

monitoring and dynamically reallocates green light timings every five seconds to reduce congestion [7]. 

This approach optimizes traffic flow, minimizes fuel wastage, reduces emissions, and improves 

emergency vehicle prioritization [8], [9].  

Advantages over the previous system  

● DynamicTrafficControl 

● HighDetectionAccuracy 

● ReducedCongestion 

● EfficientEmergencyResponse  

● ScalabilityforSmartCities  

 



INTERNATIONAL JOURNAL OF ENGINEERING INNOVATIONS AND MANAGEMENT STRATEGIES, VOL 1, MAR 2025 

 

Page No.: 3 
 

Model Implementation 

The implementation of the AI-based traffic management system involves several stages, including dataset 

selection, model training, traffic density estimation, adaptive signal timing allocation, performance optimization, 

and system validation. The system architecture follows a real-time AI-driven approach, integrating CCTV 

cameras for vehicle monitoring, YOLO-based deep learning models for vehicle detection, and an adaptive signal 

control mechanism to optimize traffic flow.  

1.System Architecture 

The system consists of three major components:  

1. Data Acquisition Layer: CCTV cameras capture real-time traffic footage at  

intersections.  

2. AI Processing Layer: The deep learning model processes the footage and detects  
stationary vehicles.  

3. Traffic Signal Control Layer: The system dynamically adjusts traffic signal timings  

based on vehicle density per lane.  

The architecture ensures continuous monitoring and adaptive signal control, improving traffic efficiency while 

reducing congestion.  

2.Data Selection 

The dataset used for training the AI-based traffic management system is the Vehicle Dataset for YOLO from 

Kaggle [1]. This dataset contains a diverse range of vehicle images captured in different lighting and 

environmental conditions, making it suitable for training an object detection model that can generalize well to 

real-world scenarios [2]. The dataset includes annotated bounding boxes for various vehicle types, such as cars, 

motorcycles, buses, trucks, bicycles, and autorickshaws, ensuring a comprehensive representation of traffic 

conditions [3]. Preprocessing steps, such as image resizing, normalization, and data augmentation, were applied 

to enhance model robustness and prevent overfitting. The dataset was split into training (80%) and validation 

(20%) subsets to ensure effective model evaluation [4].  

3.Model Selection and Training 

To achieve high accuracy in real-time vehicle detection, the YOLOv8 model was selected due to its efficiency, 

speed, and superior object detection capabilities [5]. YOLOv8 offers fast inference while maintaining high 
precision and recall, making it ideal for traffic monitoring applications [6]. The model was trained using transfer 

learning, leveraging pre-trained weights from COCO (Common Objects in Context) and fine-tuning it on the 

vehicle dataset [7]. 

The training was conducted with the following configurations:  

   Pre-trained Model: YOLOv8m (medium variant for balanced accuracy and speed)  

   Epochs: s50  

   Batch Size: 16  

   Image Size: 640 × 640 pixels  

4.Density Allocation for Vehicles 

To optimize traffic signal timings dynamically, the system calculates traffic density per lane by assigning weighted 

values to different vehicle types based on their impact on congestion [9]. Larger vehicles such as buses and trucks 

occupy more road space and contribute more to traffic density than motorcycles and cars [10]. The system assigns 

the following weights to each detected vehicle type: motorcycle (1), car (3), bus (5), and truck (5). The total lane 

density is computed as the sum of weighted vehicle counts in that lane, using the formula:  

Lane Density=∑(Vehicle Count×Weight)  
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5.Signal Timing Allocation Based on Lane Density 

If all lanes have equal density, each lane receives the same but proportionally reduced time, ensuring efficiency 

without unnecessary delays.  

6. Performance Optimization 

To enhance the efficiency and accuracy of the AI-based traffic management system, several performance 

optimization techniques were applied during model training and real- time inference [1]. Hyperparameter tuning 

was performed by adjusting the learning rate, batch size, and optimizer settings to achieve a balance between 

detection accuracy and computational efficiency [2]. The Intersection over Union (IoU) threshold was optimized 

at 0.5 to ensure precise detection while minimizing false positives [3]. Additionally, data augmentation techniques, 

such as random cropping, flipping, brightness adjustments, and mosaic augmentation, were implemented to 

improve the model’s ability to generalize across varying lighting and traffic conditions [4]. These optimizations 
enhanced model performance, achieving mAP@50 of 98.05% and mAP@50-95 of 92.15%, ensuring high 

detection reliability in real-world scenarios [5].  

7.Testing and Validation 

The testing and validation phase was crucial in assessing the model’s performance in real- world traffic scenarios 

[6]. The trained YOLOv8 model was evaluated using a validation dataset containing diverse vehicle images 

captured under different lighting, weather, and congestion conditions [7]. The model’s accuracy was measured 

using key performance metrics, including precision, recall, and mean average precision (mAP) [8].  

Metric  Score Interpretation Interpretation 

Precision  97.97%  Correctly identifies vehicles with 
minimal false 

Recall   94.68% Detects most actual vehicles, 

missing very few. 

mAP@50 50 98.05% Extremely accurate vehicle 

detection. 

mAP@50 95 92.15%  Maintains high accuracy even at 

stricter thresholds. 

 

 

FIGURE 1. Performance Metrics of the Trained Model 
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Tools and Requirements 

Hardware Requirements: 

CCTV Cameras – Captures real-time traffic footage at intersections.  

High-Performance GPU (NVIDIA Tesla T4 or RTX 3090) – Required for training and inference of YOLO models.  

Workstation / Cloud Computing (Google Colab Pro) – Used for model training and deployment.  

Software & Frameworks: 

Python 3.x – Primary programming language for model implementation. 

Google Colab – Cloud-based Jupyter Notebook environment with GPU support. OpenCV (cv2) – Used for image 

processing, video stream handling, and real-time visualization. 

Ultralytics YOLO – YOLOv8 framework for real-time object detection. 

TensorFlow & PyTorch – Deep learning frameworks used for training and inference. Matplotlib & Seaborn – 

Used for data visualization and performance comparison. NumPy & Pandas – Essential for numerical operations 

and dataset handling.  

RESULTS 

The AI-based traffic management system was successfully implemented and tested, demonstrating high accuracy 

in vehicle detection and dynamic traffic signal allocation. The trained YOLOv8 model achieved mAP@50 of 
98.05% and mAP@50-95 of 92.15%, outperforming YOLOv5 and the base YOLOv8 model in precision (97.97%) 

and recall (94.68%). The system was validated using real-time CCTV camera feeds, ensuring accurate vehicle 

classification and congestion estimation. Compared to traditional fixed-timing traffic signals, the AI-driven 

system significantly reduced unnecessary waiting times, optimizing signal durations based on traffic density in 

each lane.  

 

FIGURE 1. Vehicle Detection Using AI Model 
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FIGURE 2. Multi-Lane Vehicle Detection and Classification 

 

FIGURE 3. Vehicle Count and Dynamic Signal Timing Allocation 

CONCLUSION 

This research presents an AI-driven real-time traffic management system that dynamically adjusts traffic signal 

timings based on vehicle density using CCTV cameras and deep learning models. By leveraging YOLOv8 for 

vehicle detection, the system accurately identifies and classifies vehicles across multiple lanes, ensuring efficient 
traffic flow optimization. The trained model achieved high accuracy (mAP@50 of 98.05% and mAP@50-95 of 

92.15%), outperforming existing models like YOLOv5 in precision and recall. Through dynamic signal timing 

allocation, the system effectively reduces waiting times by up to 66% for low-density lanes, minimizing traffic 

congestion and improving urban mobility. Additionally, the real-time execution at 28 FPS on a Tesla T4 GPU 

ensures smooth operation, making the solution scalable for smart city applications. Future improvements may 

include integrating IoT sensors, emergency vehicle detection, and cloud-based analytics to further enhance system 

efficiency. This research demonstrates that AI-based traffic management is a feasible, intelligent, and highly 

effective solution for modern urban transportation challenges.  
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