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Abstract. BAS Wild animal detection plays a crucial role in wildlife monitoring, human-wildlife
conflict mitigation, and biodiversity conservation. This project proposes a Convolutional Neural
Network (CNN)-based system for real-time wild animal detection using input video and live camera
feeds. By leveraging CNN's ability to detect and classify images, the system can identify wild
animals in videos and live streams, facilitating early warnings and interventions. The system
enhances traditional wildlife monitoring methods by automating detection and reducing human
intervention. Our proposed system is evaluated on various datasets, showing improved accuracy and
real-time detection capabilities compared to existing methods.
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INTRODUCTION

BAS Wildlife conservation efforts require effective monitoring systems to track and detect wild animals in their
natural habitats. Traditional methods rely on human intervention, such as manual surveys or camera traps, which
are time-consuming, expensive, and prone to errors. With the advancement of machine learning (ML) techniques,
especially Convolutional Neural Networks (CNNs), it is now possible to automate the detection of wild animals
in real-time from video streams and live camera feeds. CNNs are well-suited for this task due to their ability to
extract features from images and classify objects accurately. This study aims to develop a CNN-based system that
can detect and classify wild animals from input videos and live camera feeds, providing a solution that is faster,
more accurate, and scalable compared to traditional methods.

Motivation

The motivation behind this project stems from the growing need to protect biodiversity and improve wildlife
conservation efforts. Traditional methods of wildlife monitoring are often labour-intensive, time-consuming, and
limited by human resources, especially in remote or vast areas. By utilizing Convolutional Neural Networks
(CNNSs), which excel in image recognition and classification, this project aims to automate the detection of wild
animals in real-time. This can significantly enhance the efficiency and scalability of wildlife monitoring systems,
enabling more comprehensive conservation strategies.

Furthermore, human-wildlife conflicts have become an increasing concern as urban areas expand into wildlife
habitats. These conflicts often result in harm to both animals and humans. The proposed system can help mitigate
such conflicts by providing early detection of wild animals near human settlements, allowing for timely
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intervention and reducing potential risks. Real-time alerts and automated surveillance can prevent dangerous
encounters and ensure the safety of both wildlife and communities.

The integration of Al and CNNs into wildlife monitoring not only improves efficiency but also offers new
opportunities for data collection and analysis. By automatically identifying and classifying animal species from
video feeds, this system generates valuable insights into animal behaviour and population trends. This data-driven
approach empowers conservationists to make more informed decisions, track the effectiveness of interventions,
and optimize resource allocation for better biodiversity protection.

LITERATURE SURVEY

TABLE 1. Review Paper 1

Resource Description Limitations
Paper Name
Utilized Convolutional Neural Networks (CNNSs) Requires large, labelled datasets;
CNNs for for accurate species identification in camera trap limited performance in highly
Camera Trap images, enhancing wildlife monitoring efficiency. diverse or cluttered environments.
Images

TABLE 2. Review Paper 2

Resource Paper Description Limitations
Name
Sensor Networks Explored sensor networks and 10T technology High cost of implementation;
for Real-Time (ultrasonic sensors, motion sensors, and cameras) challenges with sensor calibration
Surveillance for continuous wildlife monitoring and early and environmental noise
detection of animal intrusions in real-time. interference.

TABLE 3. Review Paper 3

Resource Description Limitations
Paper Name
UAVs for Explored unmanned aerial vehicles (UAVs) equipped High operational costs; limited
Wildlife with high-resolution cameras for species battery life and range of UAVS;
Monitoring identification and habitat assessment, alongside challenges with animal disturbance
acoustic monitoring for animal vocalizations. from UAV presence.
PROPOSED SYSTEM

The proposed solution introduces an automated animal detection and classification algorithm leveraging deep learning
techniques to streamline wildlife monitoring efforts. By utilizing Convolutional Neural Networks (CNNs), the
algorithm aims to improve efficiency, accuracy, and coverage compared to manual methods. In addition to addressing
limitations such as labor-intensive processes and data analysis challenges, the system includes an email alert
integration feature. This feature triggers alerts based on predefined criteria, such as the detection of endangered species
or unusual animal behaviors, and sends notifications to stakeholders. These alerts provide timely information for
stakeholders to take proactive conservation measures, ultimately contributing to improved wildlife management and
human-wildlife conflict mitigation.

ADVANTAGES OF PROPOSED SYSTEM:

Page No.: 2




INTERNATIONAL JOURNAL OF ENGINEERING INNOVATIONS AND MANAGEMENT STRATEGIES, VOL 1, MAR 2025

Efficiency:

The automated animal detection and classification algorithm streamlines wildlife monitoring efforts, reducing the need
for extensive human resources and time investment. Leveraging deep learning techniques such as Convolutional
Neural Networks (CNNSs) enables rapid and accurate processing of large volumes of data, improving efficiency
compared to manual methods.

Accuracy:

By utilizing CNNs, the algorithm enhances the accuracy of animal detection and classification, minimizing false
positives and negatives often encountered in manual observation or camera trap methods. Deep learning algorithms
can learn complex patterns and features from image data, leading to more reliable identification of animals in various
environmental conditions.

Coverage:

The automated algorithm extends coverage in wildlife monitoring by processing data from camera traps deployed in
strategic locations within natural habitats. With its ability to analyze vast amounts of data efficiently, the system
ensures broader coverage of wildlife populations and habitats compared to manual methods.

Email Alert Integration:

The inclusion of an email alert system enhances the functionality of the proposed solution by providing timely
notifications to stakeholders about significant wildlife events. Alerts triggered by predefined criteria, such as the
detection of endangered species or unusual animal behaviors, enable stakeholders to take proactive conservation
measures and mitigate human-wildlife conflicts.

Model Implementation
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FIGURE 1. CNN Architecture Diagram

CNNs contain a combination of layers which transform an image into output the model can understand.
Convolutional layer: creates a feature map by applying a filter that scans the image several pixels at a time. Pooling
layer: scales down the information generated by the convolutional layer to effectively store it.Fully connected input
layer: flattens the outputs into a single vector. Fully connected layer: applies weights over the inputs generated by the
feature analysis. Fully connected output layer: generates final probabilities to determine the image class

Forward and backward propagation iterate through all of the training samples in the network until the optimal weights
are determined and only the most powerful and predictive neurons are activated to make a prediction. The model trains
throughout many epochs by taking one forward and one backward pass of all training samples each time. Forward
propagation calculates the loss and cost functions by comparing the difference between the actual and predicted target
for each labelled image. Backward propagation uses gradient descent to update the weights and bias for each neuron,
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attributing more impact on the neurons which have the most predictive power, until it arrives to an optimal activation
combination. As the model sees more examples, it learns to better predict the target causing the loss measure to
decrease. The cost function takes the average loss across all samples indicating overall performance.

1. System Architecture

A system architecture or systems architecture is the conceptual model that defines the structure, behavior,
and more views of a system. An architecture description is a formal description and representation of a system.
Organized in a way that supports reasoning about the structures and behaviors of the system.

2.Data Flow and Transaction Lifecycle

The data flow begins with cameras and 10T sensors capturing real-time video and environmental data
from wildlife habitats or agricultural fields. The video feeds are transmitted to the central processing unit, where
the CNN model analyses the data to detect and classify animals. Once an animal is detected, the system triggers
an immediate alert, sending notifications to relevant stakeholders via mobile apps or central monitoring stations.
If necessary, automated responses such as deterrents are activated. The data is then stored in the cloud for further
analysis, tracking species movements and behaviours. This information contributes to conservation efforts and
helps monitor ecosystem health. Continuous data collection enhances the model’s accuracy over time, improving
future detections. The entire process is automated, reducing manual intervention and increasing operational
efficiency.

3.Consensus Mechanism

Distributed Nodes (Devices): Various devices, including cameras, ultrasonic sensors, and motion detectors, collect
data from different parts of the monitored area. Each device independently processes the incoming data for potential
animal activity.

Local Processing and Preliminary Detection: Initially, each device might perform preliminary data processing to detect
movement or identify potential animal presence. Some devices might use local machine learning models (e.g., basic
image classifiers) to make early-stage decisions.

4. Performance Optimization
Model Optimization (CNN Efficiency):

e Model Pruning and Quantization: By reducing the complexity of the Convolutional Neural Network (CNN)
through techniques like pruning (removing unnecessary weights) and quantization (reducing precision of
weights), the model can run faster on edge devices with limited computational resources.

e Transfer Learning: Using pre-trained models on large datasets and fine-tuning them with specific wildlife
datasets can significantly reduce training time and improve model performance, especially for rare or specific
animal species.

Edge Computing for Data Processing:

e Local Processing: To reduce latency and dependence on network bandwidth, edge computing can be utilized.
Instead of sending raw video data to the central server, initial data processing, such as animal detection or
feature extraction, can be done locally on the camera devices or 10T sensors. This reduces the load on the
central server and accelerates the detection process.

e  Pre-Filtering: Only relevant data (e.g., images with detected movement or animals) is sent to the central
server for further analysis, reducing unnecessary data transmission and minimizing network congestion.
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5.Testing and Validation
Unit Testing:

e Component-Level Testing: Each component of the system, such as the camera sensors, motion detectors,
CNN model, and IoT integration, will undergo unit testing. This ensures that each individual part of the
system functions correctly before being integrated into the full system.

Integration Testing:

e Device Integration: The interaction between the cameras, sensors, and the central server will be tested to
ensure smooth data transmission, processing, and synchronization across the system.

Performance Testing:

e Detection Speed and Latency: The system will be tested for real-time performance under various conditions,
including the speed at which it detects and classifies animals. Latency, especially in critical scenarios, will
be measured to ensure timely alerts and actions.

Field Testing:

e Environmental Testing: The system will undergo field testing in real-world environments, such as forests,
wildlife reserves, or agricultural fields. This will validate its functionality under various environmental
conditions, including varying light levels, weather conditions, and different animal behaviours.

Tools Used

The proposed wildlife monitoring system utilizes TensorFlow and Keras for building and training the Convolutional
Neural Network (CNN) used for animal detection. OpenCV is employed for image and video processing, enabling
motion detection and frame extraction from live camera feeds. Flask or Django is used to develop the backend for
real-time communication, alert generation, and data processing. Porch serves as an alternative framework for model
development and testing. Node-RED is integrated to manage IoT devices like cameras and sensors, ensuring smooth
communication and data exchange. Edge computing is supported by Raspberry Pi or Jetson Nano, which run local
processing for faster detection. AWS or Google Cloud platforms are utilized for scalable cloud storage and advanced
data analysis. Finally, Grafana helps monitor system performance and visualize detection results through interactive
dashboards.

Project Specification

Category Details

System Type Real-time wild animal detection system using cameras, sensors, and Al (CNN-based) for
monitoring and alerting.

Convolutional Neural Network (CNN) for animal classification, integrated with motion

Detection detection sensors and loT devices.

Method
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Target  Species

Designed to detect a wide range of wild animals, including mammals, birds, and reptiles,
based on trained models for specific environments.

Input Devices

Cameras (IP Cameras), ultrasonic sensors, motion detectors, and 10T devices.

Processing Unit

Edge computing using Raspberry Pi or Jetson Nano for local data processing, and cloud
servers (AWS/GCP) for advanced analytics.

Real-time notifications sent via mobile apps or dashboards when an animal is detected or

Alert System a potential threat is identified.
User Interface Mobile application or web-based dashboard for users to monitor alerts, view camera
feeds, and analyse animal behaviour.
Data Cloud storage (AWS S3, Google Cloud) for storing historical data, images, and video
Storage footage.

Performance Metrics

Detection accuracy (precision, recall), speed of detection, false positive/negative rate,
and system latency.

Scalability

System designed to scale from small deployments (e.g., farms) to large-scale
environments (e.g., national parks), with dynamic resource allocation.

Power Supply

The system is designed to be energy-efficient, with edge devices like Raspberry Pi or
Jetson Nano optimized for low power consumption. For remote areas, solar-powered
solutions can be used to ensure continuous operation.

Data Security

End-to-end encryption is implemented for data transmission between sensors, cameras,
and the cloud to protect against unauthorized access and ensure the confidentiality of
sensitive wildlife data.

Maintenance

The system is equipped with self-monitoring features for real-time health checks on
sensors and devices. Automated alerts are triggered for maintenance or when a
component is malfunctioning.

RESULTS

The proposed wildlife monitoring system demonstrated improved accuracy in real-time animal detection, with a high
precision and recall rate for various species. The CNN model effectively classified animals under different
environmental conditions, reducing false positives and negatives. System latency was minimized, ensuring timely
alerts and quick responses. The integration of edge computing and 10T sensors enabled efficient data processing, even
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in remote locations. Overall, the system significantly enhanced wildlife monitoring, providing actionable insights for
conservation efforts and mitigating human-wildlife conflicts.

Home Video Based Prediction Image Based Prediction Audio Based Prediction Logout

Home Video Based Prediction Image Based Prediction Audio Based Prediction Logout

Home Video Based Prediction Image Based Prediction Audio Based Prediction Logout

FIGURE 3. Audio based Prediction
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CONCLUSION

In conclusion, the proposed automated animal detection and classification algorithm leveraging deep learning
techniques represents a significant advancement in wildlife monitoring technology. By addressing the limitations of
existing manual observation and camera trap methods, such as labor-intensity, limited coverage, and human error, the
proposed system offers improved efficiency, accuracy, and coverage. However, while the algorithm itself presents
substantial benefits, the absence of the email alert integration feature in this project's scope is acknowledged. Despite
this, the core functionality of the algorithm lays a strong foundation for future enhancements, including the integration
of an alert system to provide timely notifications to stakeholders about significant wildlife events. Overall, this project
lays the groundwork for a comprehensive and proactive approach to wildlife monitoring, contributing to better
conservation practices and human-wildlife conflict mitigation efforts.

In future endeavors, the project presents promising avenues for expansion, notably through the integration of an alert
system to provide timely notifications about significant wildlife events. This addition would enhance the algorithm's
utility, enabling proactive conservation measures and human-wildlife conflict mitigation. Moreover, further
advancements could include real-time monitoring capabilities, multi-species detection, behavioral analysis
functionalities, and cross-domain applications. Collaborative efforts with wildlife conservation organizations and
research institutions would facilitate field testing and refinement of the algorithm in diverse environmental conditions,
ultimately contributing to more effective wildlife conservation practices and fostering harmonious coexistence
between humans and wildlife.
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