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Abstract: The detection of safety helmet standard wearing behaviour plays a critical role in ensuring workplace 

safety in industries such as construction and manufacturing. YOLO-ESCA, an advanced detection model, was 
created using enhanced YOLOv5 improves feature extraction and detection accuracy by integrating the Efficient 

Channel Attention (ECA) module. YOLOv3, YOLOv3-tiny, YOLOv5 variations (s, m, l, x, and x6), and the most 

recent iterations of YOLOv8 and YOLOv9 are among the models that the system uses. By strengthening the 

attention mechanism and increasing the model's sensitivity to important aspects of helmet- wearing behaviour, 

YOLOv5x with the ECA module improves performance. Additionally, YOLOv5x6 and the most recent YOLO 

versions offer a thorough analysis, guaranteeing excellent precision in identifying safety helmets in a variety of 

scenarios. The ECA module's integration with YOLOv5 models provides a speed-accuracy balance. A frontend 

interface with user authentication is created using the Flask framework for user interaction and testing, offering a 

safe and user-friendly platform. In order to improve workplace safety and adherence to industry standards, this 

system is made to maximize helmet detection efficiency and minimize accidents brought on by incorrect helmet 

use. 

Keywords:YOLO-ESCA , Image Processing , Safety helmet detection , YOLOv5 , Workplace Safety, Real-

time Detection, Object Detection Algorithms. 

 

INTRODUCTION 

A number of factors, including labour intensity, the intersection of several processes, and complicated operating 

environments, contribute to the high frequency of safety mishaps in the construction industry. One of the "three 

treasures" of construction, safety helmets can avoid the majority of injuries that happen when building. 

Furthermore, wearing a helmet can help avoid deadly injuries. However, wearing a helmet incorrectly might result 

in secondary injuries that ultimately cause tragedy in some accidents, such as those involving persons falling from 

great heights. The national standard "head protective safety helmet" (GB2811-2019) states that a safety helmet 

shall be fitted to the size of the chin belt or head circumference cap. must make sure it is securely worn and not 

inadvertently slipped or misaligned. Even the most simple brain injury may necessitate medical and psychological 

care to address memory issues, behavioural abnormalities, depression, and personality changes, even in the event 

of an accident. Therefore, in order to address potential hazards, personnel must appropriately wear safety helmets. 

However, construction workers do not adhere to national regulations because of a lack of safety awareness. 

Conventional manual management is ineffective, wastes resources,   and   makes   it   more   difficult   to   prevent   

mishaps. As a result, automatic helmet-wearing situation recognition is essential. The goal is to use sophisticated 

YOLO-based algorithms to create a reliable detection model for detecting safety helmet wearing behaviour. Using 

the most recent YOLOv8 as well as YOLOv3, YOLOv3-tiny, and YOLOv5 variations (s, m, l, x, x6) Using 

YOLOv9 models, the system seeks to optimize detection precision in a range of settings. The Efficient Channel 

Attention (ECA) module is integrated into YOLOv5x to improve feature extraction and sensitivity to important 

features in helmet-wearing behaviour. Using the Flask framework, the objective is to develop an intuitive user 

interface that guarantees accurate detection, user identification, and eventually encourages adherence to workplace 

safety regulations. Due to a lack of monitoring and inefficient detection techniques, industrial establishments with 

inadequate adherence to safety helmet rules run a higher risk of worker head injuries. In order to prevent injuries, 
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many industries, including manufacturing and construction, require the use of helmets. However, non-compliance 

frequently results from inadequate enforcement of these regulations, endangering worker safety. Inappropriate 

helmet use increases the risk of serious head injuries for workers in factories, construction sites, and other 

dangerous settings, endangering their health and means of subsistence. In addition to endangering worker safety, 

a rise in head injury cases places a financial strain on companies and healthcare systems as a result of prospective 

lawsuits and medical costs. YOLO-ESCA, a reliable detection model, will be created to efficiently track helmet 

use using cutting-edge. 

 

LITERATURE SURVEY 
 

 

S 

No. Titles Methodology Results 

1. AI City Challenge 2023: 

Real-Time    Helmet 

Violation   Detection 

Using YOLOv5 

Enhanced by Genetic 
Algorithms 

The YOLOv5 model, which 

was trained on the 2023 

NVIDIA AI City 

Challenge dataset, is used in 

this work to detect helmet 
violations in real time   

.While   data 

augmentation  and 

sampling strategies 

enhance performance as 

measured by precision, recall,    

and    mAP 

measures, genetic 

algorithms optimize 

hyperparameters. 

Using training data, the 

YOLOv5 model obtained 

precision of 0.848, recall of 

0.599, and mAP of 0.641. The 

model successfully detected 
helmet violations for the test 

dataset, achieving a mAP of 

0.6667 and placing fourth in 

the public leaderboard. 

. 

2. An investigation on the 

safety helmet detection 

algorithm for power workers 

based on enhanced YOLOv5. 

A 160×160 feature map is 

added to the YOLOv5 network 

to enhance small target 

detection. Anchor boxes are 

optimized for helmet detection 

using K- means clustering. 

This method lowers 

misdetection rates while 

improving the model's 

accuracy. 

Overall accuracy for the 

upgraded YOLOv5 model is 

95%, with helmet

 recognition 

accuracy increasing to 94.6%. 

The model has great real-time 

detection capabilities, 

improves safety in the power 

industry, and drastically 

lowers missed and misdetected

  small 

targets. 
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3. 

An enhanced 

YOLOv5s-based safety 

helmet identification 

algorithm is used. 

To improve feature extraction, 

a DenseBlock module is used in 
place of the slice structure in 

the YOLOv5s model. The 

addition of the SE-Net channel 

attention module enhances the 

detection of small targets. A 

novel detection layer and data 

augmentation   aid   in 

The enhanced YOLOv5s 

model outperforms 
YOLOX-L  and  PP- 

YOLOv2 by 1.05% and 

1.21%, respectively, and 

increases mAP@0.5 by 6.57% 

over the original YOLOv5s. In 

situations involving small and 

dense target detection, it 

  handling crowded 

circumstances. 

exhibits good 

generalization. 

4. Enhanced YOLO V3 

Deep Model for Helmet 

Detection. 

Densenet is used to 

replace the YOLO V3 

model's backbone in 

order to increase feature 

extraction. In order to 

handle problems like 

stains, occlusions, and 

low-resolution images, 

the resulting YOLO- 

Densebackbone network 

is tested on helmet 

detection. 

The YOLO- 

Densebackbone model 

outperforms the 

conventional YOLO V3 

in difficult helmet 

detection conditions such 

as stains, occlusions, and 

low-resolution photos, 

achieving a 2.44% 

increase in detection 

accuracy while keeping 

the same detection rate. 

 

 
1. Data loading: The data set will be loaded with this module. 
2. Image Processing : To standardize the input for the model, image processing starts with turning 

the image to a blob object. Bounding boxes are then declared to identify items within the image, and the 

class is defined. After that, a NumPy array is created from the image for processing. The network layers 

are read and the output layers are extracted following the loading of the previously trained model. For 

improved analysis, the image is subjected to additional processing, such as scaling, mask creation, and 

BGR to RGB conversion. 

3. Data Augmentation : By performing different image modifications, data augmentation improves 

the training dataset. This entails rotating the image to catch various angles and randomizing it to add 

diversity. orientations, and altering the picture using methods like flipping or resizing. These methods 

improve the model's robustness and generalization to new data. 
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4. Model generation: By performing different image modifications, data augmentation improves the training 

dataset. This entails rotating the image to catch various angles and randomizing it to add diversity. orientations, 

and altering the picture using methods like flipping or resizing. These techniques enhance the model's ability to 

generalize to new inputs and its resilience. 

5. User signup & login: Using this module will get registration and login. 

6. User input: Using this module will give input for prediction. 

7. Prediction: final predicted displayed. 

Extension: To improve safety helmet recognition, we have further improved our methodology by incorporating 

the most recent YOLOv8 and YOLOv9 versions with the sophisticated YOLOv5x6 model. This addition seeks to 
increase the precision and dependability of detecting objects in construction settings. Furthermore, we will use the 

Flask framework to create an intuitive front end with secure user authentication for efficient testing and assessmen 

 

Advantages: 

1. By greatly improving safety helmet detection accuracy, the sophisticated YOLO models encourage greater 

adherence to workplace safety laws. 

2. Combining several YOLO versions enables a more thorough examination of helmet detection, guaranteeing 

dependable performance in a range of situations. 

3. Users can engage with the detection system more easily and with greater usefulness thanks to the Flask front 

end's user-friendly interface. 

4. By limiting access to authorized workers and strengthening security measures, the implementation of robust 

authentication processes guarantees the protection of sensitive data. 

 

EXPERIMENT AND RESULTS 

An important development in the identification of standard helmet wearing behaviour in 

industrial settings, especially in industries like manufacturing and construction, is the YOLO- 

ESCA model. Through the utilization of several YOLO models, such as YOLOv3, YOLOv5 

variations, and the most recent YOLOv8 and YOLOv9 models, this system is able to determine 

appropriate helmet usage with high accuracy and efficiency. The YOLOv5x model's feature 

extraction is improved by the incorporation of the Efficient Channel Attention (ECA) module, 

which also increases sensitivity to important visual cues that signify adherence to safety 

regulations. This all-encompassing strategy guarantees that the model can efficiently adjust to 

different circumstances, offering trustworthy monitoring and enhancing general workplace 

safety. 
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Comparison Graphs: 
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Feasibility Study: In project management, a feasibility study is a thorough examination carried out to ascertain the 

viability and practicality of a suggested project. It evaluates a number of factors, including operational, legal, 

financial, technological, and scheduling viability to determine whether the project can be effectively finished 
within the specified parameters. Based on the risks, expenses, advantages, and possible results, the research assists 

stakeholders in making well-informed decisions on whether to move forward with the project or look into other 

options. 

Types of Feasibility Study: 

Technical feasibility: A technical feasibility assessment examines your project's technological resources. This 

analysis establishes whether you possess the necessary tools, sufficient tools, and  technical  know-how  to  

accomplish  your  project's  goals.  For  instance, This project isn't physically possible if your project 

plan calls for producing 50,000 products per month but your factories can only manufacture 30,000 products per 

month. 

Financial feasibility: Your project's financial viability is determined by its financial feasibility. A cost-benefit 

analysis of the project is part of a financial feasibility report. It also lists any financial concerns and projects an 
anticipated return on investment (ROI). Understanding the project's potential economic benefits is the aim of the 

financial feasibility study. 

Market feasibility: The market feasibility study is an evaluation of how your team expects the project’s 

deliverables to perform in the market. This section of the research contains sales forecasts, a market analysis, and 

a breakdown of market competition. 

Operational feasibility: Your organization's ability to finish this project is assessed via an operational feasibility 

analysis. This covers organizational structure, workforce needs, and any relevant legal requirements. Your team 

will know at the conclusion of the operational feasibility study if you have the resources, competencies, and 

abilities necessary to finish this activity. 

Legal feasibility: An evaluation of the project's legal viability determines whether it conforms with all applicable 

laws and rules. This entails looking at regulatory and legal obstacles, required licenses, permits, or certificates, 

possible legal hazards or liabilities, as well as issues related to intellectual property. The project may be finished 
without breaking any laws or exposing the company to unnecessary legal risk thanks to the legal feasibility 

assessment. 

 

CONCLUSION 
To sum up, the YOLO-ESCA model is a major step forward in identifying the typical wearing behaviour of safety 

helmets in industrial settings, especially in industries like manufacturing and construction. By utilizing the With 

the use of several YOLO models, such as YOLOv3, YOLOv5 variations, and the most recent YOLOv8 and 
YOLOv9, this system is able to determine appropriate helmet usage with great accuracy and efficiency. The 

YOLOv5x model's feature extraction is improved by the incorporation of the Efficient Channel Attention (ECA) 

module, which also increases sensitivity to important visual cues that signify adherence to safety regulations. This 

all-encompassing strategy guarantees that the model can efficiently adjust to different circumstances, offering 
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trustworthy monitoring and enhancing general workplace   safety.   creation   of   an   intuitive   

Flask-based   frontend, replete with secure authentication, makes user engagement and testing smooth and 

improves the system's usefulness even more. By increasing the effectiveness of helmet detection, YOLO- ESCA 

hopes to drastically lower the number of incidents brought on by incorrect helmet use, promoting a safer workplace 

and guaranteeing compliance with industry standards. All things considered, this cutting-edge detection 

technology establishes a new benchmark for workplace safety compliance and monitoring. In order to expand its 

use in workplace safety monitoring, the YOLO-ESCA model will eventually be able to identify additional 

personal protective equipment (PPE), such as safety vests and goggles. Furthermore, Over time, incorporating 

real-time analytics and reporting capabilities may yield insightful information on patterns in safety compliance. 
Investigating the application of sophisticated deep learning strategies, like ensemble methods and transfer 

learning, may enhance detection robustness and accuracy even more. Furthermore, the system can be deployed on 

edge devices for real-time processing, which can enable prompt notifications in dangerous circumstances and 

greatly improve safety procedures in a variety of industrial settings. 
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