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Abstract. Drowsy driving is a significant contributor to road accidents worldwide, posing serious risks to
both drivers and other road users. Recognizing the urgent need to improve road safety, this paper proposes a
novel machine learning-based system designed to detect driver fatigue in real-time and provide timely auditory
alerts to prevent accidents. Unlike traditional methods that often rely on intrusive physiological sensors or costly
equipment, the presented approach leverages non-intrusive computer vision techniques to analyze facial
features associated with drowsiness. Specifically, the system employs mathematical calculations such as Eye
Aspect Ratio (EAR) and Mouth Opening Ratio (MOR) to quantify eye closure and yawning behaviors, which
are well-established indicators of fatigue. These calculated metrics serve as input features to a Support Vector
Machine (SVM) classifier, which has been trained to distinguish between alert and drowsy states with high
accuracy. Extensive testing and validation demonstrate that the model achieves an overall accuracy rate of 88%,
highlighting its effectiveness in correctly identifying driver fatigue. Furthermore, the system is optimized for
fast recognition speed, enabling it to operate in real-time and deliver immediate auditory warnings to alert the
driver before dangerous drowsiness levels escalate. The proposed solution addresses several key challenges
faced by existing detection methods, including the need for affordability, ease of integration into existing
vehicles, and robustness against driver distraction or environmental variations such as lighting conditions. By
utilizing readily available hardware like a standard camera, the model remains cost-effective and non-intrusive,
thereby encouraging wider adoption and practical implementation in everyday driving scenarios. This work
contributes to the field by bridging the gap between technical feasibility and user acceptability, offering a
scalable solution capable of enhancing continuous monitoring of driver alertness. Ultimately, by effectively
detecting early signs of drowsiness and prompting timely interventions, the system aims to reduce the incidence
of accidents caused by fatigue, thereby improving overall road safety and saving lives. The promising results
suggest that further refinement and integration with advanced vehicle systems could pave the way for more
intelligent driver assistance technologies in the near future.
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INTRODUCTION

Road safety is a paramount concern worldwide due to the increasing number of vehicles and road users,
which consequently raises the risk of traffic accidents. Among the various factors contributing to road accidents,
driver fatigue or drowsiness has emerged as a leading cause of fatal and non-fatal crashes. According to the World
Health Organization (WHO), fatigue-related accidents account for a significant proportion of traffic incidents
globally, often resulting in severe injuries or fatalities. Drowsy driving impairs reaction time, attention, decision-
making ability, and overall driving performance, thus posing a direct threat not only to the driver but also to
passengers, pedestrians, and other motorists. Addressing this issue requires the development of effective, real-
time detection and intervention systems that can identify signs of fatigue promptly and alert the driver to take
corrective action.

Driver fatigue detection systems have evolved over the years, encompassing various approaches based
on physiological, behavioral, and vehicular data. Physiological methods typically involve monitoring biological
signals such as electroencephalogram (EEG), electrocardiogram (ECG), or electrooculogram (EOG), which
provide direct indicators of drowsiness. While these methods are accurate, they are often intrusive, requiring the
driver to wear sensors or specialized equipment, which can be uncomfortable and impractical for everyday use.
On the other hand, behavioral approaches analyze external cues such as facial expressions, eye movements, head
posture, and yawning frequency to infer the driver’s alertness level. These methods tend to be less intrusive and
more user-friendly, as they rely on video cameras and computer vision algorithms to monitor the driver
continuously. Additionally, vehicular data such as steering wheel movement, lane deviation, and pedal usage have
also been used to detect fatigue indirectly. However, these signals can be influenced by road conditions or vehicle
type, making them less reliable as sole indicators.
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Recent advances in machine learning and computer vision have significantly improved the capabilities
of behavioral-based fatigue detection systems. By extracting meaningful features from facial landmarks and eye
movements, machine learning classifiers can be trained to recognize patterns associated with drowsiness. One
widely studied metric in this domain is the Eye Aspect Ratio (EAR), which measures the degree of eye closure
over time. EAR is calculated using the distances between specific eye landmarks, enabling the detection of blink
frequency, blink duration, and prolonged eye closure—hallmarks of driver fatigue. Similarly, the Mouth Opening
Ratio (MOR) quantifies the degree of mouth opening, which correlates with yawning behavior, another strong
indicator of drowsiness. Combining these features provides a comprehensive view of the driver’s alertness state.

Among machine learning techniques, Support Vector Machines (SVM) have proven effective for binary
classification problems such as distinguishing between alert and drowsy states. SVMs work by finding an optimal
hyperplane that separates different classes with maximum margin, making them robust to noise and outliers in the
data. Moreover, SVMs can be combined with kernel functions to handle non-linear separations, thus enhancing
their applicability in complex real-world scenarios. The use of SVM classifiers trained on EAR and MOR features
allows for accurate and efficient detection of driver fatigue, which is essential for real-time applications.

Despite these advancements, challenges remain in developing practical fatigue detection systems suitable
for real-world deployment. Accuracy and recognition speed must be balanced to ensure timely alerts without
overwhelming the driver with false positives. Environmental factors such as varying lighting conditions,
occlusions caused by glasses or headwear, and driver distractions can degrade system performance. Furthermore,
affordability and ease of integration into existing vehicles are critical for widespread adoption. Systems relying
on expensive hardware or intrusive sensors are less likely to gain acceptance among consumers and manufacturers.

This paper presents a machine learning-based approach that leverages the strengths of SVM classifiers
and facial feature analysis to develop a non-intrusive, cost-effective, and real-time driver fatigue detection system.
By utilizing the Eye Aspect Ratio (EAR) and Mouth Opening Ratio (MOR) as key features, the system accurately
assesses drowsiness levels and issues auditory alerts to warn the driver before fatigue compromises safety. The
choice of these metrics is motivated by their simplicity, computational efficiency, and proven relevance in fatigue
studies. The proposed model achieves an overall accuracy of 88% in distinguishing between alert and drowsy
states, demonstrating its effectiveness across diverse testing conditions.

The contributions of this work include the integration of EAR and MOR features into a unified SVM
classification framework optimized for real-time operation, as well as the design of an alert mechanism that
provides immediate feedback to the driver. The system is validated through extensive experiments involving
multiple participants and various driving scenarios, showcasing its robustness and generalizability. Moreover, the
implementation emphasizes affordability by relying on standard cameras and computational resources, making it
accessible for both consumer vehicles and commercial fleets.

In summary, this study addresses the critical problem of drowsy driving detection by combining advanced
machine learning techniques with practical behavioral indicators. The resulting system enhances road safety by
enabling continuous monitoring of driver alertness and timely intervention to prevent fatigue-related accidents.
The following sections detail the methodology, experimental setup, results, and future directions for improving
and deploying fatigue detection technologies on a broader scale.

LITERATURE SURVEY

Drowsy driving detection has garnered significant research attention due to its critical impact on road
safety. Over the years, various approaches have been explored, including physiological signal monitoring,
behavioral analysis, and machine learning techniques. The following section reviews prominent studies that have
contributed to the development of driver fatigue detection systems, focusing particularly on those using eye and
mouth metrics, Support Vector Machines (SVM), and real-time alerting mechanisms.

Abtahi et al. (2014) developed a system using eyelid-related parameters to detect driver drowsiness through
Support Vector Machines. Their approach analyzed eye blink frequency, duration, and closure patterns,
demonstrating that SVM classifiers could effectively distinguish between alert and drowsy states. The system was
tested in controlled conditions, showing promising accuracy. However, challenges remained regarding varying
lighting and head movements, which could affect eye detection reliability. This work highlighted the importance
of eyelid dynamics in fatigue detection and laid the groundwork for integrating SVM in non-intrusive monitoring
systems.

Acharya, Molin, and Murthy (2017) focused on combining eye aspect ratio (EAR) and yawning analysis
for fatigue detection using machine learning classifiers. By extracting EAR from facial landmarks and quantifying
yawning frequency and duration through mouth opening ratio (MOR), their model enhanced detection robustness.
The study emphasized the complementary nature of eye and mouth features in detecting drowsiness and
demonstrated that combining these features with classifiers improved overall accuracy. Although effective, the
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authors acknowledged computational overhead and suggested optimization for real-time applications.

Altmann and Trafton (2002) explored the cognitive aspects of fatigue through a memory-for-goals
activation model, emphasizing how mental fatigue impairs attention and task performance. Although their work
did not focus directly on physical fatigue detection, it provided valuable insights into the cognitive mechanisms
underlying drowsiness, supporting the integration of behavioral indicators like prolonged eye closure and yawning
as proxies for decreased alertness.

Bergasa et al. (2006) proposed one of the early real-time driver vigilance monitoring systems based on
facial analysis using video cameras. They extracted several visual cues, including eye closure rate and head pose,
to assess drowsiness levels. Their approach employed machine learning classifiers and introduced an effective
alert mechanism to warn drivers. This pioneering work demonstrated the feasibility of using standard cameras for
fatigue detection, influencing subsequent research that favored non-intrusive vision-based techniques.

Chung, Hsieh, and Hsieh (2019) developed a real-time drowsiness detection system combining eye blinking
rate and yawning detection. Their method utilized image processing to detect facial landmarks and computed EAR
and MOR metrics, coupled with threshold-based decision rules to identify fatigue. The system was designed for
embedded devices, emphasizing speed and computational efficiency. Results showed good performance in varied
lighting conditions, although reliance on fixed thresholds limited adaptability to individual differences.

Dinges (1995) provided a comprehensive overview of sleepiness and its relationship to accidents. His
research emphasized the behavioral symptoms of fatigue, such as increased blink duration and yawning,
reinforcing the significance of these observable indicators for real-world detection systems. This foundational
work contextualized the importance of monitoring physiological and behavioral signs to prevent fatigue-related
crashes.

Gupta and Raza (2018) applied convolutional neural networks (CNNs) alongside eye aspect ratio features
for fatigue detection. Their hybrid approach combined deep learning’s pattern recognition capabilities with
traditional metrics, improving detection accuracy especially in complex environments with variable lighting and
occlusions. While CNNs offered superior feature extraction, the system’s computational demands posed
challenges for real-time, low-cost implementations.

Ji, Zhu, and Lan (2004) proposed a non-intrusive system for real-time driver fatigue monitoring using facial
features and eye tracking. They introduced algorithms to capture eye closure and head movement dynamics,
feeding these into a classifier to estimate drowsiness levels continuously. Their system highlighted the trade-off
between recognition speed and accuracy, aiming for rapid detection to trigger timely alerts. This study underscored
the importance of integrating multiple behavioral cues to enhance robustness.

Khan, Sharif, and Khan (2020) advanced fatigue detection by combining EAR and MOR features within
an improved SVM framework. Their model addressed previous issues of false positives by introducing adaptive
thresholds and feature normalization to accommodate individual differences. Tested on diverse datasets, the
system achieved high accuracy and demonstrated resilience against distraction and partial occlusions, validating
the effectiveness of integrating eye and mouth metrics for real-time applications.

Panwar and Sharma (2018) investigated drowsy driver detection by analyzing eye blink patterns using
image processing and machine learning. They extracted blink duration and frequency, training classifiers to
differentiate fatigue states. Although focused primarily on eye metrics, their study acknowledged the potential
benefits of incorporating mouth movements. Their system was computationally lightweight but less effective in
poor lighting, suggesting further enhancements through multi-modal feature integration.

Soleimani, Asadollahi, and Mohseni (2018) proposed a fatigue detection method using facial features
extracted through deep learning and classic machine learning algorithms. They incorporated EAR and MOR along
with head pose and facial expressions to build a comprehensive feature set. The study compared several classifiers,
finding SVM to be both efficient and accurate. Their multi-feature approach demonstrated improved detection
rates in diverse environmental conditions, highlighting the value of combining multiple behavioral cues.

Zhang, Wu, and Li (2017) developed a real-time drowsiness detection system combining EAR and head
pose estimation. Their approach used computer vision to track facial landmarks and estimate the driver’s head
orientation, integrating these features with an SVM classifier. The system was tested in simulated driving
environments and achieved satisfactory accuracy and speed. This work reinforced the importance of multi-
dimensional behavioral analysis and the applicability of SVM in real-time scenarios.

Collectively, these studies highlight the evolution of driver fatigue detection from simple physiological
monitoring to sophisticated machine learning-driven behavioral analysis. The use of Eye Aspect Ratio (EAR) and
Mouth Opening Ratio (MOR) as non-intrusive, reliable indicators is consistently supported, while the adoption of
Support Vector Machines (SVM) underscores their effectiveness for classification tasks in this domain. The
challenges of real-time processing, environmental variability, driver distraction, and system affordability remain
active research topics, motivating the integration of multiple behavioral cues and adaptive algorithms.

The current paper builds on these contributions by proposing an optimized SVM-based model that
simultaneously leverages EAR and MOR metrics to detect driver fatigue with high accuracy and real-time
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performance. It addresses limitations related to recognition speed and false alarms by refining feature extraction
and classification processes. Additionally, the system incorporates auditory alerts to enable immediate driver
intervention, enhancing practical usability. The proposed solution aligns with the overarching goal of reducing
drowsiness-related accidents through accessible, non-intrusive, and efficient fatigue detection technologies.

PROPOSED SYSTEM

The architecture of RAG-Ex (Retrieval-Augmented Generation Explanation) is purposefully designed
to integrate seamlessly

The primary objective of this study is to develop an efficient, non-intrusive, and cost-effective system
capable of detecting driver fatigue in real-time by analyzing facial behavioral cues. The proposed methodology
leverages machine learning techniques, specifically a Support VVector Machine (SVM) classifier, to assess driver
alertness using two critical physiological indicators: Eye Aspect Ratio (EAR) and Mouth Opening Ratio (MOR).
These features are extracted through computer vision techniques applied to live video streams captured via a
standard camera installed in the vehicle cabin. The system subsequently generates auditory alerts when signs of
drowsiness are detected, thereby enabling timely driver intervention to prevent accidents. This section details the
key components of the proposed methodology, including data acquisition, facial landmark detection, feature
extraction, fatigue classification, and alert generation.

Data Acquisition

The foundation of the system lies in capturing continuous video frames of the driver’s face during vehicle
operation. A standard RGB camera is mounted on the dashboard or steering column, positioned to ensure clear
visibility of the driver’s facial region under normal driving postures. The choice of a conventional camera over
specialized sensors ensures system affordability and ease of integration into existing vehicles. The video feed is
processed in real-time using a dedicated onboard computing unit, such as an embedded system or an in-vehicle
processor, balancing computational efficiency and accuracy.

Facial Landmark Detection

Once the video feed is obtained, the first computational step involves detecting the driver’s face and
extracting precise facial landmarks essential for calculating EAR and MOR. The methodology employs the Dlib
library’s pre-trained facial landmark detector, which identifies 68 key points around prominent facial regions,
including the eyes, mouth, nose, and jawline. This detector uses an ensemble of regression trees for fast and
accurate landmark localization, even in moderately varying lighting conditions and head orientations.

The system extracts landmarks corresponding to the eyes and mouth, which are critical for feature
computation. Specifically, six landmarks around each eye define the eye region, while eight landmarks outline the
mouth. To enhance robustness, the algorithm includes a face tracking mechanism to maintain consistent detection
across frames, handling partial occlusions or small head movements.

Data Preprocessing and Feature Fusion

To improve classification accuracy, the raw EAR and MOR values undergo preprocessing steps. Temporal
smoothing via a moving average filter mitigates transient noise caused by minor facial movements or brief
occlusions. Additionally, normalization scales features to a common range, enhancing the SVM’s learning
capability.

The preprocessed EAR and MOR features are combined into a two-dimensional feature vector for each
time frame, representing the driver’s eye closure and mouth opening states. This fusion allows the classifier to
consider both eye and mouth behaviors simultaneously, providing a more holistic fatigue assessment.

Fatigue Classification Using Support Vector Machine (SVM)

The heart of the proposed system is the fatigue classification module based on an SVM. The SVM is chosen
for its robustness, ability to handle high-dimensional feature spaces, and effectiveness in binary classification
problems such as distinguishing between alert and drowsy states.

A labeled dataset is constructed by recording driver sessions under various conditions, with manual
annotations identifying fatigue states based on expert observation and physiological ground truth. This dataset
comprises synchronized EAR and MOR feature vectors along with corresponding fatigue labels.

The SVM is trained using a radial basis function (RBF) kernel to capture nonlinear relationships between
features and driver states. Hyperparameters, including the regularization parameter CCC and kernel bandwidth
y\gammay, are optimized through grid search with cross-validation to maximize classification accuracy while
preventing overfitting.

During real-time operation, the classifier processes incoming feature vectors and outputs a probabilistic
fatigue score indicating the likelihood of drowsiness. Thresholding this score enables binary fatigue detection.

Real-Time Auditory Alert System

Upon detection of a fatigue state, the system triggers an auditory alert to warn the driver. The alert

mechanism consists of a series of beeps or voice prompts designed to capture the driver’s attention immediately
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without causing undue distraction.

To avoid false alarms and driver annoyance, a persistence check is implemented whereby the fatigue
condition must be detected consistently over a short time window before activating alerts. The system also
incorporates a cooldown period after each alert to prevent repeated warnings within a short span.

This real-time feedback loop ensures timely intervention, encouraging the driver to take corrective actions
such as resting or stopping the vehicle, thereby reducing the risk of fatigue-related accidents.

System Implementation and Performance Optimization

The entire detection pipeline is implemented in Python, utilizing OpenCV for image processing, Dlib for
landmark detection, and Scikit-learn for machine learning. Real-time performance is achieved by optimizing the
computational pipeline to process frames at a rate of at least 15 frames per second on standard embedded hardware.

Techniques such as region-of-interest cropping, multi-threading, and hardware acceleration are employed
to reduce latency. Furthermore, adaptive thresholding and online calibration allow the system to maintain
robustness across different drivers, lighting conditions, and vehicle environments.

RESULTS AND DISCUSSION

This section presents the experimental evaluation of the proposed driver fatigue detection system, analyzing
its performance in terms of accuracy, precision, recall, and real-time responsiveness. The results are discussed in
the context of existing literature, emphasizing the system’s strengths, limitations, and potential for practical
deployment in vehicular environments.

Dataset and Experimental Setup

To validate the effectiveness of the proposed model, experiments were conducted on a dataset comprising
video recordings of 30 participants during simulated driving sessions. The dataset includes diverse demographic
characteristics such as age, gender, and ethnicity to ensure generalizability. Each session was approximately 30
minutes long, encompassing both alert and drowsy states. The drowsy states were induced naturally by extended
driving durations and partially controlled using monotonous driving conditions. Ground truth labels were assigned
manually by expert observers based on video review and driver self-reports.

The dataset was split into training and testing sets with an 80:20 ratio. The SVM classifier was trained on
the preprocessed EAR and MOR features extracted from the training set. Model hyperparameters were optimized
through 5-fold cross-validation to avoid overfitting. Testing was performed on the unseen portion of the dataset
to evaluate generalization performance.

Performance Metrics

The system’s performance was assessed using the following standard classification metrics:

Accuracy: The proportion of correctly classified instances (both alert and drowsy) to the total instances.

Precision: The proportion of true positive fatigue detections to all positive detections.

Recall (Sensitivity): The proportion of true positive fatigue detections to all actual fatigue instances.

F1-score: The harmonic mean of precision and recall, providing a balanced measure.

False Positive Rate (FPR): The proportion of alert states incorrectly classified as fatigue, important for
minimizing driver annoyance.

Detection Accuracy and Comparative Analysis

The proposed SVM-based model achieved an overall accuracy of 88% in distinguishing between alert and
drowsy states. The confusion matrix analysis revealed a true positive rate (recall) of approximately 85% for fatigue
detection, while the precision was measured at 90%, indicating that most positive alerts corresponded to genuine
drowsiness episodes. The F1-score was calculated as 87.4%, reflecting a strong balance between detecting fatigue
accurately and minimizing false alarms.

Compared with baseline models relying solely on EAR or MOR, the combined feature approach
demonstrated a significant improvement. Models using only EAR averaged around 80% accuracy, while MOR
alone achieved about 75%. The fusion of EAR and MOR features allowed the classifier to leverage complementary
behavioral cues, reducing misclassification caused by individual variability or transient facial movements.

These results align well with previous studies such as Khan et al. (2020) and Soleimani et al. (2018), who
emphasized the importance of multi-feature integration for robust fatigue detection. However, our system
outperformed some CNN-based models (Gupta & Raza, 2018) in real-time responsiveness, due to the lower
computational complexity of SVM and simpler feature sets, making it more suitable for embedded automotive
applications.

Real-Time Detection and System Responsiveness

Real-time processing capability is crucial for practical driver fatigue monitoring. The proposed system
consistently processed video frames at approximately 20 frames per second (fps) on an embedded platform with
moderate CPU resources. This frame rate supports timely detection of fatigue onset, enabling the system to issue
auditory alerts without perceptible delay.

The moving average smoothing and persistence thresholding effectively filtered out noise and transient
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facial gestures, preventing erratic or false alerts. On average, the system detected sustained drowsiness within 3
seconds of eye closure or yawning behavior, providing ample time for driver response.

Compared to traditional video-based systems that often suffer from high latency or computational
bottlenecks (Bergasa et al., 2006; Ji et al., 2004), the streamlined feature extraction and SVM classification
approach in this work proved efficient while maintaining accuracy.

SVM Naive Bayes KNN Decision Tree
model

Robustness to Environmental and Individual Variations

One of the key challenges in fatigue detection is robustness across varying lighting, head poses, and driver-
specific facial characteristics. The facial landmark detection module demonstrated reliable performance under
moderate changes in illumination and slight head movements. Dynamic normalization of EAR and MOR during
an initial calibration phase allowed the system to adjust to individual baseline facial metrics, reducing false
positives linked to anatomical differences.

However, extreme conditions such as very low light, heavy occlusions (e.g., hands on face), or large head
rotations occasionally degraded landmark accuracy, impacting feature extraction and classification. These cases
contributed to a minority of misclassifications, suggesting future work could explore multi-sensor fusion, such as
combining infrared cameras or steering behavior, to complement visual data.

Auditory Alert Effectiveness and User Feedback

The auditory alert mechanism was designed to be both attention-grabbing and non-disruptive. During field
tests, the alert successfully prompted drivers to acknowledge fatigue warnings and take corrective action such as
stretching or short breaks. No significant driver annoyance was reported due to false alarms, thanks to the
implemented persistence checks and cooldown periods between alerts.

User feedback also highlighted the system’s unobtrusive nature, with participants noting the absence of
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wearable sensors or intrusive equipment as a major advantage. This aligns with the objective of creating a non-
intrusive and cost-effective solution suitable for widespread adoption.

CONCLUSION

In conclusion, this study presents a robust and efficient driver fatigue detection system that leverages the
Eye Aspect Ratio (EAR) and Mouth Opening Ratio (MOR) as key behavioral indicators of drowsiness, integrated
within a Support Vector Machine (SVM) classification framework. By utilizing standard camera input and
advanced computer vision techniques for facial landmark detection, the system effectively extracts relevant
features in real-time, ensuring non-intrusive monitoring that respects driver comfort and convenience. The fusion
of EAR and MOR features addresses limitations inherent in relying on a single metric, enhancing detection
accuracy and reliability by capturing complementary signs of fatigue such as prolonged eye closure and yawning.
Experimental evaluations on a diverse dataset demonstrated the system’s capability to achieve an overall accuracy
of 88%, with high precision and recall metrics, confirming its effectiveness in distinguishing between alert and
drowsy states across different individuals and environmental conditions. Importantly, the proposed approach
maintains real-time responsiveness, processing video frames at sufficient speed to trigger timely auditory alerts
that encourage immediate driver intervention, thereby reducing the risk of fatigue-related road accidents. The
auditory alert mechanism is thoughtfully designed to minimize false alarms and driver annoyance through
persistence checks and cooldown periods, contributing to a user-friendly experience that supports safety without
distraction. While the system shows resilience to moderate lighting variations and head movements, it faces
challenges in extreme lighting or occlusion scenarios, indicating opportunities for future enhancement through
sensor fusion or more sophisticated adaptive algorithms. Additionally, expanding the training dataset to include
more diverse driver profiles and conditions would further improve generalizability. Overall, this research
demonstrates the viability of combining lightweight machine learning models with well-established physiological
metrics for effective fatigue detection, presenting a practical solution suitable for widespread deployment in
modern vehicles. By emphasizing affordability, non-intrusiveness, and real-time performance, the proposed
methodology aligns with the urgent need to mitigate the prevalence of drowsy driving accidents worldwide. Future
work will focus on integrating additional behavioral and physiological cues, optimizing feature extraction for
greater robustness, and conducting large-scale field trials to validate long-term effectiveness and user acceptance.
Ultimately, this system contributes meaningfully to the advancement of intelligent driver assistance technologies,
fostering safer roadways through proactive monitoring and timely intervention that can save lives and enhance the
overall driving experience.
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