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Abstract. This study presents a novel stock price prediction model that integrates investor sentiment analysis
to enhance forecasting accuracy and capture market dynamics more effectively. Traditional stock price
prediction methods often rely solely on historical price and volume data, which may overlook the psychological
and emotional factors driving market behavior. Recognizing that investor sentiment plays a crucial role in
influencing stock price movements, this research proposes a hybrid approach that combines sentiment analysis
from social media platforms, financial news, and market reports with conventional time-series forecasting
techniques. The model employs natural language processing (NLP) tools to extract and quantify sentiment
indicators, categorizing them into positive, negative, and neutral sentiments, which are then transformed into
sentiment scores reflecting market mood. These sentiment scores are integrated with technical indicators
derived from historical stock data, such as moving averages, trading volumes, and price momentum, to form a
comprehensive feature set. Machine learning algorithms, including Long Short-Term Memory (LSTM)
networks and Support Vector Machines (SVM), are utilized to analyze this combined dataset, capturing both
temporal patterns and sentiment-driven market trends. The dataset encompasses multiple stocks across different
sectors over a significant time period to ensure robustness and generalizability of the model. Extensive
experiments demonstrate that incorporating investor sentiment significantly improves prediction accuracy
compared to models based solely on traditional financial data. Furthermore, the model exhibits enhanced
responsiveness to sudden market shifts triggered by major news events or social media trends, highlighting the
importance of sentiment in short-term price fluctuations. The research also discusses the challenges related to
sentiment data collection, noise reduction, and the dynamic nature of language used in financial discourse. By
addressing these challenges through advanced preprocessing and feature engineering techniques, the model
achieves stable performance across various market conditions. The proposed sentiment-based stock price
prediction model offers practical implications for traders, portfolio managers, and financial analysts seeking to
leverage behavioral insights alongside quantitative data to make informed investment decisions. This
interdisciplinary approach underscores the growing relevance of sentiment analysis in financial modeling and
contributes to the broader field of behavioral finance by providing a systematic framework for integrating
qualitative market sentiment with quantitative prediction methods. Overall, this work advances stock price
prediction methodologies by bridging the gap between investor psychology and market data analytics, paving
the way for more adaptive and accurate forecasting tools in volatile financial markets.
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INTRODUCTION

The prediction of stock prices has long been a challenging and vital area of research in the fields of
finance, economics, and data science. Stock markets are inherently complex, influenced by a myriad of factors
ranging from macroeconomic indicators, company fundamentals, geopolitical events, and market liquidity to
investor psychology and sentiment. Accurately forecasting stock prices is crucial not only for individual traders
and institutional investors aiming to maximize returns but also for the stability and efficiency of financial markets
as a whole. Traditional approaches to stock price prediction predominantly rely on quantitative analysis of
historical price data, technical indicators, and fundamental financial metrics. However, these models often fall
short of capturing the nuanced behavioral aspects of market participants, which can lead to significant market
movements, especially in the short term.

Over the past decade, the role of investor sentiment in financial markets has garnered increasing attention.
Investor sentiment refers to the overall attitude, mood, or emotional tone of investors toward a particular security
or market. This sentiment can be optimistic (bullish), pessimistic (bearish), or neutral and is shaped by various
sources including news reports, social media, financial analyses, and broader socio-political events. Behavioral
finance research has demonstrated that sentiment can cause market anomalies and deviations from fundamental
values, as investors often act irrationally based on emotions rather than pure logic. For instance, during periods of
excessive optimism, stock prices may inflate beyond intrinsic values, creating bubbles, whereas widespread
pessimism may trigger sell-offs and market crashes.

The rise of digital communication platforms such as Twitter, Reddit, financial blogs, and online news
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portals has created an unprecedented volume of real-time textual data reflecting investor sentiment. This wealth
of unstructured data provides a new avenue for researchers and practitioners to extract market mood signals and
incorporate them into predictive models. Sentiment analysis, a subfield of natural language processing (NLP),
enables the systematic identification and quantification of opinions, emotions, and attitudes from textual data. By
applying sentiment analysis to social media posts, news articles, and analyst reports, it is possible to derive
sentiment indicators that complement traditional market data, potentially improving the accuracy and timeliness
of stock price forecasts.

Despite the promising potential of sentiment analysis in finance, integrating sentiment data into stock
price prediction models presents several challenges. First, the language used in financial contexts is often complex,
jargon-heavy, and sometimes ambiguous, making accurate sentiment extraction difficult. Second, sentiment
signals can be noisy and subject to manipulation, as seen in cases of misinformation or coordinated social media
campaigns. Third, the dynamic nature of language and the evolving platforms through which sentiment is
expressed require models to be adaptable and regularly updated. Furthermore, the relationship between sentiment
and stock prices is not always linear or direct; it may vary across sectors, time horizons, and market conditions.
Thus, building a robust model requires careful feature engineering, advanced machine learning techniques, and
extensive validation.

This study proposes a comprehensive stock price prediction framework that explicitly incorporates
investor sentiment as a core input alongside traditional technical indicators. The model leverages NLP techniques
to analyze and quantify sentiment from multiple sources, including social media feeds, financial news, and market
commentaries, converting them into structured sentiment scores. These scores, reflecting the prevailing investor
mood, are integrated with historical price and volume data to capture both behavioral and quantitative market
drivers. We employ advanced machine learning algorithms such as Long Short-Term Memory (LSTM) networks
and Support Vector Machines (SVM) to model temporal dependencies and nonlinear relationships in the data.
LSTM, a type of recurrent neural network, is particularly suited for sequential data and time series forecasting,
enabling the model to learn long-term patterns and subtle interactions between sentiment and price movements.

The rationale behind combining sentiment with traditional financial data is rooted in the complementary
nature of these inputs. While technical indicators summarize past price trends and market momentum, sentiment
data provides forward-looking insights based on investor expectations and reactions to news events. Integrating
these dimensions allows the model to adapt to sudden market shifts driven by psychological factors, which pure
technical models might miss. Additionally, the inclusion of sentiment helps capture the influence of external
factors, such as political developments or corporate announcements, reflected immediately in public discourse but
delayed in price adjustments.

The dataset used in this research comprises stock price data from multiple sectors over several years,
paired with a rich collection of sentiment data scraped from social media platforms like Twitter and Reddit, as
well as financial news sources. Preprocessing steps include data cleaning, noise reduction, and normalization to
ensure consistency and reliability. Sentiment extraction employs lexicon-based approaches combined with
machine learning classifiers trained to identify positive, negative, and neutral tones in financial contexts. The
resulting sentiment scores are aggregated daily and aligned with corresponding stock price data to form a
comprehensive training set.

The proposed model is evaluated against baseline approaches that utilize only historical price data or
simple sentiment metrics. Performance metrics such as mean squared error (MSE), root mean squared error
(RMSE), and directional accuracy are used to assess predictive capabilities. Experimental results indicate that
models incorporating investor sentiment outperform purely technical models, particularly in volatile market
periods marked by rapid information dissemination and shifting investor moods. This confirms the hypothesis that
sentiment analysis enhances the responsiveness and accuracy of stock price predictions.

Moreover, this study contributes to the growing body of behavioral finance literature by providing
empirical evidence of the practical utility of sentiment-based indicators in predictive modeling. It underscores the
importance of interdisciplinary approaches combining finance, data science, and linguistics to tackle complex
market phenomena. The findings also offer valuable insights for market participants, suggesting that monitoring
investor sentiment through social media and news analytics can inform more effective trading strategies and risk
management practices.

LITERATURE SURVEY

The growing interest in leveraging investor sentiment to improve stock price prediction has led to a diverse
body of research that integrates social media analytics, natural language processing, and machine learning
techniques. This section reviews ten pivotal studies that have contributed to the understanding and modeling of
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sentiment-driven stock forecasting.

Bollen, Mao, and Zeng (2011) were among the first to demonstrate the predictive power of social media
sentiment on financial markets. Their study analyzed Twitter mood states, using a tool called OpinionFinder and
Google-Profile of Mood States (GPOMS) to extract collective emotional states from millions of tweets. They
found significant correlations between public mood indicators and the Dow Jones Industrial Average (DJIA)
movements, highlighting that certain mood dimensions, such as calmness and happiness, could forecast market
trends with notable accuracy. This seminal work underscored the potential of real-time sentiment data to enhance
traditional forecasting models and inspired a wave of research exploring various social media platforms as
alternative financial indicators.

Building on the importance of social media sentiment, Chen et al. (2014) explored the “wisdom of crowds”
concept, focusing on how investor opinions shared via social media impact stock prices. They proposed a model
that aggregates sentiment signals extracted from multiple online sources, including Twitter and financial forums,
and demonstrated that sentiment metrics could explain significant variations in stock returns. Importantly, they
highlighted the asymmetric impact of positive and negative sentiments on prices, revealing that negative news
tends to exert a stronger influence than positive news. Their work contributed to understanding the nuanced effects
of sentiment polarity and emphasized the value of integrating heterogeneous data sources.

Deep learning techniques have increasingly been applied to model the complex and nonlinear relationship
between sentiment and stock prices. Ding et al. (2015) introduced a deep learning framework for event-driven
stock prediction, leveraging financial news headlines as inputs. Their Long Short-Term Memory (LSTM) network
architecture was designed to capture temporal dependencies and contextual information from sequential text data.
By incorporating event embeddings extracted from news articles, their model achieved significant improvements
in forecasting accuracy over baseline methods. This study exemplifies the transition from traditional sentiment
lexicon approaches toward more sophisticated NLP methods capable of extracting richer semantic information.

In a more recent study, Feng, Wang, and Zhang (2019) focused specifically on financial news sentiment
analysis for stock prediction. They employed advanced sentiment classification algorithms to process a large
corpus of news articles and quantified sentiment scores related to individual stocks. Their experimental results
showed that incorporating financial news sentiment enhanced the performance of several predictive models,
including Support Vector Machines (SVM) and random forests. They also discussed challenges such as domain-
specific vocabulary and the importance of feature engineering to capture the subtleties of financial language,
highlighting ongoing difficulties in generalizing sentiment models across different contexts.

Providing a comprehensive overview, Li and Wang (2018) conducted a systematic review of sentiment
analysis techniques in stock market prediction. They categorized existing approaches into lexicon-based methods,
machine learning classifiers, and hybrid models, evaluating their strengths and limitations. Their review
emphasized the importance of dataset quality, feature selection, and temporal alignment of sentiment with market
data. They also identified gaps in the literature, such as insufficient attention to multilingual data and the impact
of fake news, suggesting future research directions to address these issues. Their work serves as a valuable
reference for researchers developing sentiment-based prediction frameworks.

Earlier, Mittal and Goel (2012) conducted one of the pioneering studies using Twitter sentiment to predict
stock prices. They developed a pipeline to collect and analyze tweets related to specific stocks, classifying
sentiment as positive or negative through a lexicon-based approach. By correlating aggregated sentiment scores
with stock price changes, they demonstrated that Twitter sentiment could serve as a leading indicator for market
movement. Despite the simplicity of their method, their findings laid the groundwork for integrating
microblogging data into financial models and illustrated the potential of real-time sentiment monitoring.

Expanding on the role of social media, Nguyen, Shirai, and Velcin (2015) proposed a sentiment analysis
framework tailored to financial texts for predicting stock movements. They combined lexicon-based features with
supervised learning classifiers trained on labeled financial sentiment datasets. Their approach also addressed the
problem of imbalanced data by applying resampling techniques, improving classification robustness. They
evaluated their model on Twitter data and showed that sentiment features significantly contributed to directional
prediction accuracy. Their work underscores the importance of domain adaptation and data preprocessing in
building effective sentiment analysis systems.

Similarly, Rao and Srivastava (2012) analyzed stock market movements using Twitter sentiment by
constructing a sentiment index from tweets related to major companies and market indices. They employed a
combination of natural language processing techniques to filter and classify tweets, correlating the sentiment index
with intraday stock price changes. Their results indicated that Twitter sentiment could capture short-term market
fluctuations, offering valuable insights for high-frequency trading strategies. Their study also highlighted
challenges such as noise in social media data and the need for continuous model updating to reflect evolving
language trends.

Addressing the streaming nature of social media data, Smailovi¢ et al. (2014) introduced a stream-based
active learning approach for sentiment analysis in the financial domain. Their method involved continuously
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updating sentiment classifiers using incoming data streams, which allowed adaptation to new vocabulary and
sentiment shifts over time. By applying this approach to Twitter data, they demonstrated improved accuracy and
reduced labeling effort compared to static models. This dynamic learning framework is particularly relevant for
financial markets, where sentiment can change rapidly in response to breaking news or events, requiring models
to maintain relevance in real time.

Lastly, Zhang, Fuehres, and Gloor (2011) investigated the predictive relationship between Twitter
messages and stock market indicators. They developed a sentiment index based on tweets containing financial
keywords and assessed its correlation with market volatility and returns. Their findings suggested that Twitter
sentiment could serve as an early warning system for market stress and uncertainty. They also proposed that
investor sentiment derived from microblogs complements traditional market indicators by providing a crowd-
sourced barometer of market expectations. This study contributed to validating the use of social media as a
legitimate data source for financial analysis.

PROPOSED SYSTEM

This section details the methodology developed to construct a robust stock price prediction model that
integrates investor sentiment with traditional market indicators. The proposed framework combines natural
language processing (NLP) techniques for sentiment extraction, comprehensive feature engineering, and advanced
machine learning algorithms to improve forecasting accuracy and adapt to dynamic market conditions.

1. Data Collection

The model requires two primary categories of data: historical stock market data and investor sentiment data
derived from textual sources.

e Historical Market Data: This includes daily stock prices (open, high, low, close), trading
volume, and key technical indicators for selected stocks across various sectors. The data is sourced
from reputable financial databases such as Yahoo Finance or Bloomberg, covering a multi-year
period to ensure statistical robustness.

e Sentiment Data: Investor sentiment is captured from multiple online platforms to represent
diverse market opinions. Social media feeds, particularly Twitter and Reddit’s financial discussion
forums, are collected via public APIs. Additionally, financial news articles and market
commentaries from sources like Reuters and Bloomberg are aggregated using web scraping tools.
This multi-source approach enhances coverage and reliability of sentiment signals.

2. Data Preprocessing

Raw data from both financial markets and textual sources require significant preprocessing to be suitable
for modeling.

e Market Data Preprocessing: Missing values in stock prices or volumes are handled using
interpolation or forward filling methods to maintain continuity. Technical indicators such as
moving averages (MA), relative strength index (RSI), and exponential moving averages (EMA)
are computed to capture price trends and momentum.

e Textual Data Cleaning: Collected texts undergo normalization including lowercasing, removal
of URLs, hashtags, mentions, stopwords, and non-alphanumeric characters. Domain-specific
tokenization ensures that financial terms, ticker symbols, and acronyms are preserved. Noise
reduction is critical, especially in social media data, which contains slang, emojis, and
abbreviations.

3. Sentiment Analysis

Investor sentiment extraction is performed through a hybrid approach combining lexicon-based and
machine learning methods, leveraging the strengths of each.

e Lexicon-Based Sentiment Scoring: Financial sentiment lexicons such as the Loughran-
McDonald dictionary are used to assign sentiment polarity scores to words and phrases within the
text. This domain-specific lexicon improves accuracy over general-purpose dictionaries by
accounting for the unique meanings of words in financial contexts (e.g., “liability” is negative in
finance but neutral in everyday language).

e Machine Learning Classifiers: A supervised learning model, such as Support Vector Machine
(SVM) or Random Forest, is trained on annotated financial text datasets to classify sentiment into
positive, negative, or neutral categories. Features include TF-IDF vectors, word embeddings, and
syntactic dependencies. This classifier captures contextual nuances that lexicon-based methods
might miss.

e Sentiment Aggregation: Sentiment scores and classifications from individual texts are
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aggregated on a daily basis for each stock to form composite sentiment indicators. Weighted
averaging accounts for the influence of source credibility and text length. These aggregated
sentiment scores are normalized to maintain consistency with other numerical features.

4. Feature Engineering
The integration of market and sentiment data requires careful feature design to enable effective learning.

Technical Features: Key indicators derived from historical price data include moving averages
over different time windows (e.g., 5-day, 20-day), momentum indicators like RSI, Bollinger
Bands, and volume-related metrics. These capture trends, volatility, and trading activity.
Sentiment Features: Daily aggregated sentiment scores, polarity ratios (positive to negative), and
sentiment momentum (rate of change in sentiment) are calculated. Additional features such as the
volume of sentiment-related posts and sentiment volatility over recent periods provide insight into
investor attention and uncertainty.

Temporal Alignment: Since sentiment often precedes or coincides with price movements,
features are aligned with the stock price data on a daily basis. Lagged sentiment features are also
included to account for delayed market reactions.

5. Model Architecture

To effectively capture the complex relationship between stock prices and investor sentiment, a hybrid
machine learning framework is proposed, combining the strengths of Long Short-Term Memory (LSTM)
networks and Support Vector Machines (SVM).

Long Short-Term Memory (LSTM): LSTM networks, a form of recurrent neural networks
(RNN), are particularly adept at modeling time series data due to their ability to learn long-term
dependencies and temporal patterns. The LSTM layers process sequential inputs comprising both
technical and sentiment features over multiple previous days to predict future stock prices. This
helps in capturing the dynamic interactions between market trends and evolving investor
sentiment.

Support Vector Machine (SVM): An SVM regressor complements the LSTM by providing a
robust nonlinear mapping between input features and target stock prices. The SVM model focuses
on finding the optimal hyperplane that minimizes prediction error while maintaining
generalization. SVM’s effectiveness with smaller datasets and its resistance to overfitting make it
a valuable component in the ensemble.

Ensemble Strategy: The outputs of LSTM and SVM models are combined using weighted
averaging or stacking methods to leverage their complementary strengths. This ensemble
approach improves prediction stability and accuracy across varying market conditions.

RESULTS AND DISCUSSION

This section presents the experimental results obtained from implementing the proposed hybrid stock price
prediction model that incorporates investor sentiment alongside traditional market indicators. The performance of
the model is evaluated using multiple quantitative metrics and compared against several baseline approaches. In
addition, we discuss the implications of the findings, the contribution of sentiment features, and the practical
considerations of applying the model in real-world financial forecasting.

1. Experimental Setup Recap

The model was trained and tested on historical stock data and corresponding sentiment data collected from
Twitter, Reddit, and financial news sources over a period of five years (2018-2022). The dataset was split
chronologically into 70% training, 15% validation, and 15% testing sets. Key hyperparameters for the LSTM and
SVM components were optimized using the validation set.

The performance metrics used for evaluation include:

Root Mean Squared Error (RMSE): Measures the average magnitude of prediction errors,
penalizing large deviations.

Mean Absolute Error (MAE): Provides the average absolute difference between predicted and
actual stock prices.

Directional Accuracy (DA): Indicates the percentage of times the model correctly predicts the
direction (up or down) of price movement.

Baseline models include:

A traditional LSTM model trained solely on historical price and technical indicators.

A standalone SVM regressor using only market features.

A naive persistence model that assumes the next day’s price equals today’s closing price.

2. Quantitative Results
The hybrid LSTM-SVM model incorporating investor sentiment outperformed all baselines across all
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metrics on the test set. Table 1 summarizes the comparative results averaged over the test period for a sample set
of stocks.

Directional
Model RMSE MAE Accuracy (%)
Persistence | 3.42 | 2.85 | 52.1
SVM  (market 287 235 58.4
features) ' ' '
LSTM  (market 254 208 63.7
only) : . .
Proposed Hybrid
Model 2.18 1.82 70.5

The results reveal several key insights:

e Incorporating investor sentiment significantly reduced prediction errors. RMSE decreased by
approximately 14% and MAE by nearly 13% compared to the best baseline (LSTM without
sentiment).

o Directional accuracy improved by almost 7%, which is critical for traders relying on price
movement signals rather than exact values.

e The persistence model’s relatively poor performance highlights the challenge of stock price
forecasting and the value added by more sophisticated methods.

3. Contribution of Sentiment Features

To assess the impact of sentiment features independently, an ablation study was conducted by removing
sentiment inputs from the hybrid model and retraining it. The exclusion of sentiment data caused an increase in
RMSE from 2.18 to 2.54 and a decrease in directional accuracy from 70.5% to 63.7%, confirming that sentiment
provides complementary information beyond price history.

Further analysis of feature importance via permutation importance techniques indicated that daily sentiment
scores and sentiment momentum were among the top predictors. This suggests that shifts in investor mood often
precede price changes, providing early warning signals.

4. Performance Across Different Market Conditions

The model’s robustness was evaluated by segmenting the test period into distinct market phases: bullish,
bearish, and volatile.

e Bull Market: During rising markets, the model achieved a directional accuracy of 74%,
effectively capturing upward momentum reinforced by positive sentiment.

e Bear Market: In downturns, the model maintained an accuracy of 68%, with sentiment data
helping to identify negative market sentiment and anticipate declines.

e Volatile Periods: The model’s performance dipped slightly (64% accuracy) during highly volatile
episodes, reflecting the inherent unpredictability, yet it still outperformed baselines that lacked
sentiment information.

These results demonstrate that sentiment integration enhances the model’s adaptability to different market
regimes by providing real-time insights into investor psychology.

CONCLUSION

In conclusion, this study presents a comprehensive stock price prediction model that effectively integrates
investor sentiment extracted from diverse textual sources with traditional market indicators, demonstrating
significant improvements in forecasting accuracy and robustness. By leveraging data from social media platforms
such as Twitter and Reddit, alongside financial news articles, the model captures the dynamic and often
anticipatory influence of investor mood and opinions on stock price movements. The hybrid methodology, which
combines Long Short-Term Memory (LSTM) networks with Support Vector Machines (SVM), allows for the
effective modeling of complex temporal dependencies and nonlinear relationships inherent in financial time series
data. Experimental results reveal that the inclusion of sentiment features substantially enhances predictive
performance, reducing forecasting errors and improving directional accuracy compared to models relying solely
on historical price data. Notably, the model performs well across varying market conditions—including bullish,
bearish, and volatile phases—highlighting its adaptability and practical relevance. The case studies further
emphasize the model’s capability to anticipate price movements triggered by major market events, underscoring
the value of real-time sentiment monitoring as an early warning tool for investors and analysts. Despite these
promising findings, challenges remain, including the inherent noise and ambiguity in social media data, the risk
of sentiment manipulation, and computational complexity for real-time applications. Addressing these limitations
will require ongoing improvements in data filtering, sentiment classification accuracy, and system optimization.
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Nonetheless, this research contributes to the growing evidence that investor sentiment is a critical and
underutilized factor in financial forecasting, complementing quantitative market indicators with qualitative
insights into market psychology. The proposed hybrid framework offers a scalable and interpretable approach that
balances the strengths of deep learning and traditional machine learning models, paving the way for more nuanced
and timely stock price predictions. Future research directions include incorporating advanced NLP models such
as transformers for richer sentiment understanding, expanding data sources to include global and multilingual
sentiment signals, and exploring intraday or high-frequency prediction horizons to better capture rapid market
fluctuations. Ultimately, this study demonstrates the feasibility and benefits of sentiment-driven stock price
prediction models, offering valuable tools for traders, portfolio managers, and financial institutions aiming to
enhance decision-making processes in increasingly complex and sentiment-sensitive markets.
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