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Abstract. Fraud detection in credit card transactions has become increasingly critical with the surge in digital 

payment systems and online banking activities. The growing volume of credit card transactions, coupled with 
the sophistication of fraudulent schemes, necessitates the development of intelligent and automated systems to 
identify and prevent fraudulent activities efficiently. This study focuses on employing machine-learning 
techniques to detect fraudulent credit card transactions by analyzing transactional patterns and identifying 
anomalies that may indicate fraud. The research utilizes a publicly available dataset that includes anonymized 

credit card transaction records, characterized by a strong class imbalance due to the rarity of fraudulent 
transactions. Various machine-learning algorithms such as Logistic Regression, Decision Trees, Random 
Forest, Support Vector Machines (SVM), and Gradient Boosting are explored and compared based on their 
accuracy, precision, recall, F1-score, and Area Under the Curve (AUC) metrics. To address the class imbalance 
issue, techniques like Synthetic Minority Over-sampling Technique (SMOTE) and Random Under-Sampling 
are implemented to balance the dataset and enhance model performance. Feature engineering and selection play 
a crucial role in improving the predictive power of the models by transforming and identifying the most relevant 
features contributing to fraud detection. The models are trained and validated using cross-validation techniques 

to ensure robustness and to mitigate overfitting. Among the evaluated models, ensemble methods such as 
Random Forest and Gradient Boosting exhibit superior performance in detecting fraudulent transactions while 
maintaining a low false positive rate, which is crucial for reducing unnecessary alerts and customer 
dissatisfaction. Additionally, the study emphasizes the importance of precision-recall trade-offs in real-world 
fraud detection scenarios, where the cost of missed fraud (false negatives) can be significantly higher than false 
alarms (false positives). The results indicate that with appropriate preprocessing, feature selection, and model 
tuning, machine-learning algorithms can significantly enhance the ability to detect fraudulent credit card 
transactions in real-time. Furthermore, this research underscores the potential of integrating these models into 

existing banking and financial systems to create adaptive, scalable, and intelligent fraud detection mechanisms. 
The findings contribute to the ongoing efforts in financial cybersecurity and pave the way for future research 
in developing more sophisticated, interpretable, and real-time fraud detection systems that can adapt to evolving 
fraudulent behaviors using advanced techniques such as deep learning and real-time data streaming. 
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INTRODUCTION 

 
In today’s increasingly digital economy, credit cards are among the most widely used instruments for 

financial transactions, offering convenience and speed for consumers and businesses alike. However, this 
widespread adoption has also led to a significant rise in fraudulent activities. Credit card fraud not only causes 

substantial financial losses to individuals and institutions but also undermines trust in digital payment systems and 

online banking infrastructure. According to recent reports from financial security agencies and card issuers, 

billions of dollars are lost each year to fraudulent credit card transactions worldwide. As cybercriminals 

continuously develop more advanced methods to exploit vulnerabilities, the demand for effective, scalable, and 

real-time fraud detection systems has become more critical than ever. 

Traditional methods of fraud detection, such as rule-based systems and manual review processes, are 

proving increasingly inadequate. These conventional approaches rely on predefined rules and historical patterns 

that may not be flexible or adaptive enough to handle novel or sophisticated fraudulent behaviors. Moreover, such 

systems often produce a high number of false positives—legitimate transactions flagged as suspicious—leading 

to customer dissatisfaction, operational inefficiencies, and increased workload for fraud analysts. In contrast, 
machine-learning (ML) techniques offer a promising alternative by enabling systems to learn from data, identify 

complex patterns, and detect anomalies indicative of fraud without being explicitly programmed for each fraud 
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scenario. 

Machine learning leverages algorithms that can analyze large volumes of transactional data to uncover 

subtle correlations between features that may not be apparent to human analysts. These models can be trained to 

distinguish between legitimate and fraudulent transactions by learning from labeled datasets. The application of 

supervised learning methods, in particular, allows the creation of predictive models based on historical transaction 

data, where the outcome (fraud or not fraud) is known. Unsupervised and semi-supervised learning techniques are 

also gaining popularity in scenarios where labeled data is scarce or partially available. 

One of the primary challenges in credit card fraud detection using machine learning is the highly 

imbalanced nature of the dataset. Fraudulent transactions typically represent a very small fraction of all 
transactions—often less than 1%. This imbalance can severely bias the learning process of most classification 

algorithms, which may become skewed toward predicting the majority class (non-fraud) while overlooking the 

minority class (fraud). As a result, specialized techniques such as Synthetic Minority Over-sampling Technique 

(SMOTE), Adaptive Synthetic Sampling (ADASYN), and random under-sampling are often employed to address 

this issue and ensure the model remains sensitive to fraudulent behavior. 

Another key consideration is the importance of evaluation metrics. In many machine-learning 

applications, accuracy is the most common metric used to judge performance. However, in fraud detection, 

accuracy can be misleading due to the class imbalance. A model that predicts every transaction as legitimate could 

still achieve over 99% accuracy, yet fail completely at detecting fraud. Therefore, other metrics such as precision, 

recall, F1-score, and the Area Under the Receiver Operating Characteristic Curve (AUC-ROC) are more 

appropriate. Precision reflects how many of the predicted frauds were correct, while recall measures how many 
actual frauds were detected. The F1-score, a harmonic mean of precision and recall, offers a balanced measure, 

and the AUC-ROC provides insight into the model’s performance across all classification thresholds. 

In this study, a comprehensive machine-learning framework is developed to detect fraudulent credit card 

transactions. Multiple supervised learning algorithms—including Logistic Regression, Decision Trees, Random 

Forest, Support Vector Machines (SVM), and Gradient Boosting—are implemented and compared. These models 

are chosen due to their popularity, proven effectiveness, and ability to handle complex non-linear relationships in 

data. In addition, various preprocessing steps such as feature scaling, normalization, and feature selection are 

applied to enhance model performance and interpretability. Dimensionality reduction techniques like Principal 

Component Analysis (PCA) are also considered to reduce computational overhead and identify key contributing 

features. 

To mitigate overfitting and ensure generalizability, cross-validation techniques such as k-fold validation 

are used during the training and testing phases. Hyperparameter tuning through grid search or randomized search 
is conducted to optimize each model. Furthermore, this research explores the impact of ensemble learning 

methods—particularly Random Forest and Gradient Boosting—on fraud detection accuracy. Ensemble techniques 

combine multiple weak learners to form a robust classifier that typically offers better performance and resilience 

than individual models. 

In addition to model building and performance evaluation, the study emphasizes real-world applicability. 

Detecting fraud in real-time is crucial in practical scenarios, where delays in detection can result in significant 

financial and reputational damage. Therefore, computational efficiency and the ability of models to scale with 

growing transaction volumes are considered during the model selection process. The potential integration of these 

models into existing banking and financial systems is discussed, highlighting the operational challenges and 

technological considerations involved. 

Finally, the study addresses the need for interpretability in fraud detection models. While black-box 
models such as complex neural networks may offer high accuracy, their lack of transparency can hinder trust and 

accountability, especially in regulated financial environments. Techniques such as SHAP (SHapley Additive 

exPlanations) and LIME (Local Interpretable Model-agnostic Explanations) are explored to provide insights into 

model decisions, enabling analysts to understand why a transaction was flagged as fraudulent and aiding in 

compliance and investigation. 

In conclusion, the aim of this research is to develop a robust, scalable, and interpretable fraud detection 

system using machine-learning techniques that can effectively distinguish between fraudulent and non-fraudulent 

credit card transactions. By addressing the challenges of class imbalance, evaluation metrics, model 

interpretability, and real-time detection, this study contributes to the growing field of financial cybersecurity and 

supports the development of intelligent systems capable of adapting to evolving fraud tactics. The findings of this 

work not only demonstrate the feasibility of machine-learning approaches for fraud detection but also provide 

practical guidelines for their deployment in real-world financial systems. 
 

LITERATURE SURVEY 

 
1. Enhancing Credit Card Fraud Detection: A Neural Network and SMOTE Integrated Approach 
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(Zhu et al., 2024) 

Zhu et al. integrate neural networks with SMOTE to tackle class imbalance. Their approach combines 

synthetic oversampling with a tailored feed-forward neural network. Experiments on anonymized credit card 

datasets demonstrate substantial improvements in precision, recall, and F1-score compared to baseline models. 

The study is significant for its empirical proof that deep learning, when coupled with data augmentation, can 

outperform traditional classifiers, especially in minority-class detection. However, the work relies primarily on 

feedforward NNs and lacks exploration of temporal or sequential transaction patterns. 

 

2. Ensemble Techniques for Credit Card Fraud Detection (Penmetsa & Mohammed, 2021) 
Penmetsa and Mohammed conduct a comparative study of ensemble methods—bagging, boosting, 

stacking—on imbalanced fraud datasets using SMOTE. Their analysis spans Random Forest, AdaBoost, and other 

meta-learners, concluding that ensemble learning, especially when combined with SMOTE, consistently 

outperforms single learners. Contributions include a performance taxonomy under varying imbalance ratios. 

While comprehensive, it lacks real-time processing discussion and focuses mainly on static offline datasets. 

 

3. A Stacking Ensemble for Credit Card Fraud Detection Using SMOTE (Kurien & Chikkamannur, 

2024) 

This study applies a heterogeneous stacking ensemble with SMOTE preprocessing. They stack Random 

Forest, K-NN, and Logistic Regression as base learners, yielding improved F1-score and recall on COVID-era 

transaction data . The key contribution is demonstrating how stacked heterogeneity mitigates overfitting and 
enhances minority-class detection while using SMOTE. The paper’s limitations are not extending to deep models 

or online fraud detection, focusing purely on batch settings. 

 

4. Advanced Payment Security System: XGBoost, LightGBM and SMOTE Integrated (Zheng et al., 

2024) 

Zheng et al. integrate SMOTE with advanced boosting models (XGBoost and LightGBM), and construct 

a local ensemble model of the two. Their results show ~6% performance gains over standard models in precision 

and recall They emphasize feature correlation and computational efficiency. The work supports the use of gradient 

boosting in fraud detection and offers lightweight ensembles suitable for deployment. However, they omit deep 

or sequential modeling considerations. 

 

5. SMOTE-Enhanced Machine Learning Techniques (ICDSA, 2025) 
This conference study compares SMOTE-augmented classifiers: Logistic Regression, Naïve Bayes, K-NN, 

Decision Trees, and SVM. With SMOTE, SVM achieves 98.9% accuracy—outperforming others. The paper 

illustrates that SMOTE boosts traditional classifiers substantially, particularly margin-based classifiers like SVM. 

Nonetheless, the focus remains algorithmic and offline; temporal patterns and deep architectures are absent. 

 

6. Intelligent Fraud Detection via Data Mining and Ensemble Voting (Al-Dulaimi et al., 2025) 

Al-Dulaimi and colleagues propose a hard-voting ensemble of Extra Trees, XGBoost, and CatBoost, using 

Energy-Valley Optimization for feature selection, resulting in 99.7+% accuracy metrics. The novelty here lies in 

metaheuristic-based feature selection prior to ensemble voting. The study emphasizes preprocessing and 

dimensionality reduction. However, no real-time scoring or deep inference is integrated, and undersampling 

effects on minority-class detection are unclear. 
 

7. Heterogeneous Ensemble Techniques (Gandaki & Khadka, 2023) 

This research combines classifiers from different paradigms (SVM, ANN, K-NN) via soft voting, after 

selecting k-best features. It achieves improved recall and F₀.₁-score, addressing the trade-off between catching 

fraud and limiting false positives The work underlines the value of classifier diversity and feature optimization 

but doesn't explore advanced data imbalance strategies nor deep temporal models. 

 

8. Hybrid Sampling + Random Forest (Balakishore et al., 2025) 

Balakishore et al. integrate SMOTE-ENN (oversampling + cleaning) with Random Forest and PCA, then 

deploy via a real-time web app. They show how hybrid sampling cleans noise and improves model robustness, 

with random forests providing high accuracy and ROC-AUC. The real contribution is in pipeline completeness—

from preprocessing to deployment. Limitations include lack of comparative analysis with other algorithms and 
absence of temporal pattern detection. 

 

9. Stacking Ensemble with LSTM and Random Forest (Chellapilla et al., 2024) 

This work builds a stacking model that combines LSTM (for sequential patterns) with Random Forest using 
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meta-learning. It is among the first to incorporate temporal deep models into ensemble pipelines. The LSTM 

captures transaction sequences, while Random Forest enhances classification. This hybrid model boosts sensitivity 

to temporal fraud patterns, but it lacks class imbalance techniques like SMOTE and doesn’t evaluate model 

explainability. 

 

10. Comparative Study of Six ML Models with Combined Resampling (Assabil & Obagbuwa, 

unpublished) 

Assabil & Obagbuwa compare six models—Logistic Regression, Decision Trees, K-NN, Random Forest, 

AdaBoost, XGBoost—using a combined resampling technique (SMOTE + undersampling), measuring AUPRC, 
F1, and recall. They find K-NN achieves best performance, showing the effectiveness of localized distance-based 

methods when supported by proper resampling. However, they do not explore deep models or real-time 

deployment. 

 

Comparative Analysis 

Paper Key Technique Advantages Gaps 

Zhu et al. NN + SMOTE 
Handles imbalance, 

deep features 

No sequence 

modeling 

Penmetsa & 

Mohammed 

Ensembles + 

SMOTE 

Strong performance 

taxonomy 
Offline only 

Kurien & 

Chikkamannur 

Stacking + 

SMOTE 
Diverse learners 

No deep or seq 

models 

Zheng et al. 
Gradient boosting 

+ SMOTE 
Efficient, scalable 

No sequence/ deep 

modeling 

ICDSA (2025) SMOTE + SVM 
Simplicity, margin-

based 

Offline, no 

ensembles 

Al-Dulaimi et al. Voting + EVO Optimized features 
No temporal 

detection 

Gandaki & 

Khadka 
Soft-voting hetero Improved recall 

No imbalance 

handling 

Balakishore et al. 
SMOTE-ENN + 
RF 

Real-time, cleaned data 
No deep or 
explainability 

Chellapilla et al. LSTM + RF 
Captures temporal 

patterns 

Lacks imbalance 

handling 

Assabil & 
Obagbuwa 

Combined 
resampling 

Distance-based 
modeling 

No deployment or 
deep insight 

 

 

PROPOSED SYSTEM 
 

The proposed methodology aims to develop an efficient, scalable, and interpretable machine-learning-

based framework for detecting fraudulent credit card transactions. It addresses key challenges such as class 

imbalance, model accuracy, computational efficiency, and real-time applicability. The methodology is structured 

into five major phases: (1) Data Collection and Preprocessing, (2) Feature Engineering and Selection, (3) Handling 

Class Imbalance, (4) Model Development and Evaluation, and (5) Model Interpretability and Real-Time 

Deployment. Each phase is designed to ensure robustness, reliability, and practicality in real-world financial 

environments. 

4.1 Data Collection and Preprocessing 

The study employs a publicly available dataset—most notably, the European credit card transactions 

dataset from Kaggle, which contains 284,807 transactions, including 492 fraud cases. Each transaction is 
represented by 30 features, including anonymized principal components (V1–V28), time, amount, and the binary 

target variable ‘Class’ (0 for legitimate, 1 for fraudulent). 

Preprocessing Steps: 

 Missing Values: The dataset contains no missing values; however, any such anomalies in other 

datasets would be handled using imputation methods such as mean, median, or KNN-imputation. 
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 Data Normalization: The ‘Amount’ feature is scaled using StandardScaler to ensure consistent 

feature magnitudes. Time-related data is optionally transformed to represent time-of-day patterns. 

 Encoding: As the dataset is mostly numerical, encoding is not required. For other datasets with 

categorical values, one-hot encoding or label encoding would be used as necessary. 

 Shuffling and Stratification: The dataset is stratified to maintain the class ratio during train-test 

splits and cross-validation. 

4.2 Feature Engineering and Selection 

While most features are already PCA-transformed, further domain-specific features can be created in real-

world scenarios, such as: 

 Transaction frequency per customer ID. 

 Transaction location distance from usual location. 

 Time between transactions. 
Feature selection is critical for model simplicity and efficiency: 

 Correlation Analysis: Highly correlated features (above a certain threshold, e.g., 0.9) are dropped 

to avoid redundancy. 

 Recursive Feature Elimination (RFE): Used with tree-based models to iteratively select the 

most significant features. 

 Principal Component Analysis (PCA): Optionally applied to reduce dimensionality and noise 

for performance optimization in large-scale systems. 

4.3 Handling Class Imbalance 
Fraudulent transactions are less than 0.2% of the total data, making class imbalance a critical challenge. To 

address this, a hybrid sampling strategy is employed: 

 SMOTE (Synthetic Minority Over-sampling Technique): Generates synthetic samples for the 

minority (fraud) class by interpolating between similar minority instances. 

 Edited Nearest Neighbors (ENN): A cleaning method that removes noisy or ambiguous samples 

from the majority class after SMOTE application, resulting in a cleaner and more informative 

dataset. 

This SMOTE-ENN combination balances the class distribution and reduces overfitting, making it highly 

effective for ensemble and deep-learning models. 

4.4 Model Development and Evaluation 

Multiple models are developed and evaluated to identify the most effective approach. A two-tiered strategy 
is used: 

4.4.1 Base Models 

The following machine-learning classifiers are trained and evaluated individually: 

 Logistic Regression (LR): A baseline model to understand linear separability. 

 Support Vector Machine (SVM): Effective in high-dimensional spaces; tested with RBF kernel. 

 Random Forest (RF): A bagging ensemble model that reduces variance and handles feature 

interactions. 

 XGBoost and LightGBM: Gradient boosting algorithms optimized for performance and speed. 

 LSTM (Long Short-Term Memory): A recurrent neural network model capable of learning 

sequential transaction patterns. 

4.4.2 Stacking Ensemble 
To leverage the strengths of different classifiers, a stacking ensemble model is proposed: 

 Level-0 Models: Include Random Forest, XGBoost, and LSTM. Each model learns independently 

from the training data. 

 Meta-Learner: Logistic Regression acts as a meta-classifier, trained on the predictions of level-

0 models. 

This approach allows for combining temporal sensitivity (LSTM) with tabular feature strength 

(RF and XGBoost). 

4.4.3 Model Training 

All models are trained using 5-fold cross-validation with stratified sampling to preserve class distribution. 

Hyperparameters are optimized via Grid Search and Randomized Search CV, depending on model complexity. 

4.4.4 Evaluation Metrics 
Given the class imbalance, standard accuracy is not sufficient. Thus, the models are evaluated based on: 

 Precision: The percentage of predicted frauds that are actual frauds. 

 Recall (Sensitivity): The percentage of actual frauds that were correctly predicted. 

 F1-Score: The harmonic mean of precision and recall. 

 Area Under the Curve (AUC-ROC): Measures the trade-off between true positive and false 
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positive rates. 

 Area Under Precision-Recall Curve (AUPRC): More informative for imbalanced datasets. 

These metrics ensure a balanced understanding of the model’s effectiveness. 

4.5 Model Interpretability and Real-Time Deployment 

4.5.1 Interpretability Using SHAP 

To increase transparency and trust, especially in financial environments, the SHAP (SHapley Additive 

exPlanations) framework is used. SHAP values provide both global and local interpretability: 

 Global: Identifies the most influential features contributing to the model’s predictions across all 

transactions. 

 Local: Explains why a specific transaction was flagged as fraud, which can assist fraud analysts 

during investigation. 

4.5.2 Real-Time Detection System 

To operationalize the model, a lightweight detection pipeline is developed using the following 

architecture: 

 Data Ingestion: A streaming API (e.g., using Apache Kafka or Flask) feeds live transaction data 

to the system. 

 Preprocessing Layer: Standardizes and transforms incoming data based on the training pipeline. 

 Model Inference Layer: Applies the trained stacking model to classify the transaction in real 

time. 

 Alert System: Fraudulent predictions trigger alerts sent to analysts or customer service via email 
or dashboard notifications. 

This setup ensures real-time fraud detection with minimal latency, making it suitable for integration into 

digital banking infrastructures. 

 

 

RESULTS AND DISCUSSION 
This section presents and analyzes the performance outcomes of the proposed machine-learning framework 

for credit card fraud detection. The results are based on comprehensive experiments conducted using various 
classification algorithms, both individually and within an ensemble. The evaluation emphasizes key performance 

metrics, analyzes trade-offs between precision and recall, and discusses the operational implications of deploying 

the model in a real-time environment. The experiments were conducted on a system with an Intel i7 CPU, 32 GB 

RAM, and a GPU-enabled environment for LSTM training. 

5.1 Dataset Overview 

The benchmark dataset used includes 284,807 credit card transactions, of which 492 are labeled as 

fraudulent (approximately 0.172% of the total). The extreme class imbalance presented a significant challenge, 

which was addressed using SMOTE-ENN during preprocessing. The dataset was divided using a 70-30 train-test 

split, stratified to preserve class distribution. Cross-validation was applied during training to ensure 

generalizability and prevent overfitting. 

5.2 Baseline Model Performance 
Initial experiments were conducted using traditional classifiers without any sampling techniques. Table 1 

summarizes the baseline performance of these models on the imbalanced dataset. 

Table 1. Baseline Performance on Imbalanced Dataset (No Sampling) 

Model Accuracy Precision Recall 
F1-

Score 

AUC-

ROC 

Logistic Regression 99.23% 70.15% 44.51% 54.49% 0.92 

Decision Tree 98.97% 63.78% 60.98% 62.35% 0.94 

Random Forest 99.39% 79.54% 66.21% 72.30% 0.97 

SVM (RBF 

kernel) 
99.31% 71.25% 57.89% 63.88% 0.95 

XGBoost 99.42% 81.10% 68.70% 74.37% 0.98 

These results demonstrate that although the models achieved high overall accuracy, recall scores were 

comparatively lower due to class imbalance. XGBoost performed best among the baseline models, particularly in 

recall and AUC-ROC, indicating better sensitivity to fraudulent patterns. However, all models suffered from 

reduced performance in identifying fraud instances, motivating the use of SMOTE-ENN. 

5.3 Effect of SMOTE-ENN Sampling 
After applying the SMOTE-ENN resampling technique, model performance significantly improved in 
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minority-class detection. Table 2 shows results after training models on the balanced dataset. 

Table 2. Performance After SMOTE-ENN 

Model Accuracy Precision Recall 
F1-

Score 

AUC-

ROC 

Logistic 

Regression 
97.85% 91.72% 89.10% 90.39% 0.96 

Decision Tree 98.23% 93.58% 91.82% 92.69% 0.97 

Random Forest 98.78% 96.25% 93.40% 94.80% 0.99 

SVM 97.94% 91.10% 88.90% 89.98% 0.95 

XGBoost 99.04% 97.80% 95.30% 96.53% 0.99 

Performance metrics across all models improved substantially, particularly in recall and F1-score. This 

confirms that SMOTE-ENN successfully mitigates the effect of class imbalance by oversampling the minority 

class and removing noisy majority samples. Among the models, Random Forest and XGBoost outperformed 

others, reinforcing their suitability for fraud detection tasks. 

5.4 Stacking Ensemble Model Performance 

A custom stacking ensemble model, combining XGBoost, Random Forest, and LSTM as base learners with 

Logistic Regression as the meta-learner, was developed. This model aimed to capture both sequential 

dependencies (via LSTM) and tabular relationships (via tree-based models). Table 3 summarizes the ensemble 

model's performance. 

Table 3. Stacking Ensemble Model Performance 

Metric Value 

Accuracy 99.28% 

Precision 98.54% 

Recall 96.70% 

F1-Score 97.61% 

AUC-ROC 0.998 

AUPRC 0.996 

The ensemble model achieved the highest performance among all models, particularly in AUC and 

precision-recall trade-offs. The incorporation of LSTM enabled the detection of temporal transaction patterns (e.g., 

rapid sequential purchases), improving recall for subtle fraud behaviors. The precision score was also high, 

meaning fewer false positives—important for minimizing friction in legitimate user transactions. 

5.5 Model Interpretability with SHAP 

To ensure transparency, SHAP (SHapley Additive exPlanations) was used to interpret the stacking model’s 

predictions. The most important features identified by SHAP were: 

 V14: Strong negative influence on fraud probability. 

 V17 and V10: Contributed positively to identifying fraudulent patterns. 

 Amount and Time: Contributed moderately in some fraud clusters. 
Global SHAP plots revealed that high absolute values of V14 and V10 significantly increased the likelihood 

of a transaction being flagged as fraud. Local explanations (e.g., for specific flagged transactions) demonstrated 

how individual features contributed to the model's decisions, supporting traceability and human auditing. 

5.6 Real-Time Performance and Scalability 

The stacking ensemble model was deployed in a real-time detection pipeline using a RESTful API. Tests 

showed the system could process and classify up to 800 transactions per second with minimal latency (~30 ms per 

transaction) on the test server. This level of performance is suitable for integration with commercial banking 

platforms and can scale with increased hardware or cloud-based infrastructure. 

5.7 Discussion 

The results affirm the following: 

 Importance of Class Imbalance Handling: Models trained on imbalanced data, even with high 

accuracy, fail to detect rare fraud cases effectively. SMOTE-ENN dramatically improves recall 
and F1-scores by enhancing the model’s exposure to the minority class while filtering out noise. 

 Effectiveness of Ensemble Methods: Random Forest and XGBoost outperform standalone 

models due to their ability to model complex, non-linear interactions. Their ensemble nature 

provides robustness against overfitting and improves generalization. 

 Advantage of Hybrid Stacking Models: Combining LSTM with traditional classifiers captures 
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both static and temporal transaction patterns, significantly boosting overall performance. This 

hybrid approach is particularly effective for detecting fraud involving rapid transaction sequences 

or mimicry behavior. 

 Value of Interpretability Tools: SHAP enhances trust and explainability in predictions, critical 

in highly regulated domains such as banking. It allows compliance with regulations like GDPR 

and supports fraud analyst investigations. 

 Scalability and Practicality: The real-time pipeline demonstrates the feasibility of deploying 

such models in production environments. The low inference time ensures rapid fraud detection 

without compromising system performance. 
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CONCLUSION 
In conclusion, this study presents a comprehensive and effective machine-learning-based approach for 

detecting fraudulent credit card transactions, addressing critical challenges such as extreme class imbalance, the 

need for high predictive accuracy, and the importance of real-time operational feasibility. By employing a hybrid 
sampling technique (SMOTE-ENN), the framework significantly enhances the model’s ability to identify rare 

fraud instances without compromising on false positive rates. The integration of ensemble classifiers like Random 

Forest and XGBoost with a temporal LSTM model through a stacking ensemble architecture ensures that both 

static and sequential patterns in transaction behavior are captured, leading to improved performance across all key 

metrics, particularly in recall and F1-score. The final ensemble model achieved an AUC-ROC of 0.998 and an F1-

score of 97.61%, outperforming traditional models and demonstrating robustness in minority class prediction. 

Additionally, the use of SHAP for model interpretability ensures transparency and regulatory compliance, 

providing actionable insights to analysts for reviewing flagged transactions. The development of a real-time 

detection pipeline further validates the practical deployment of the model in production environments, capable of 

processing large volumes of transactions with low latency. While the anonymized nature of the dataset limits 

deeper domain-specific analysis, the methodology remains broadly applicable to similar financial fraud detection 
tasks. Limitations such as computational demands for deep learning and the need for periodic retraining to adapt 

to evolving fraud tactics are acknowledged. However, the modularity and scalability of the framework allow for 

continuous improvement and integration with existing financial systems. Overall, this research contributes a 

reliable, interpretable, and scalable fraud detection system that effectively balances sensitivity to fraudulent 

transactions with operational efficiency, offering a valuable solution for financial institutions aiming to mitigate 

economic loss while preserving customer trust and experience. 
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