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Abstract. The development of AI-ML based models for predicting the prices of agri-horticultural 

commodities addresses the critical need for accurate and timely price forecasting in the agriculture sector, which 

is often characterized by high volatility due to factors such as weather variability, market demand fluctuations, 

supply chain disruptions, and policy changes. Leveraging advanced machine learning algorithms, including 

regression models, decision trees, random forests, support vector machines, and deep learning techniques, these 

models analyze historical price data, weather patterns, crop production statistics, and macroeconomic indicators 

to generate reliable price predictions. The integration of diverse data sources, such as satellite imagery, soil 

health metrics, market arrivals, and social media trends, enhances the robustness and adaptability of the models, 

enabling them to capture complex, nonlinear relationships that traditional statistical methods might miss. This 

research focuses on building a comprehensive AI-driven framework that not only forecasts commodity prices 

but also provides insights into underlying factors influencing price movements, thereby assisting farmers, 

traders, policymakers, and supply chain stakeholders in making informed decisions. The model development 

involves data preprocessing steps like normalization, feature selection, and handling missing data to improve 

prediction accuracy. Validation techniques, including cross-validation and out-of-sample testing, ensure the 

model's generalizability across different commodities and geographic regions. The results demonstrate that AI-

ML models outperform conventional forecasting approaches by reducing error margins and adapting to real-

time data changes, thereby offering dynamic pricing solutions in volatile markets. Moreover, the deployment 

of these models in user-friendly platforms or mobile applications facilitates accessibility for end-users, 

empowering smallholder farmers and market participants with actionable price intelligence. Challenges such 

as data scarcity, quality issues, and the need for localized model customization are addressed through hybrid 

modeling approaches and continuous learning algorithms. Future directions include incorporating real-time IoT 

sensor data and expanding the models to predict other critical parameters like yield and quality, thus creating 

an integrated decision-support system for sustainable agricultural practices. Overall, the AI-ML based 

predictive modeling of agri-horticultural commodity prices represents a significant advancement toward 

enhancing market transparency, reducing post-harvest losses, stabilizing farmer incomes, and fostering resilient 

agricultural supply chains in the face of climatic and economic uncertainties. 
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INTRODUCTION 

 
Agriculture remains the backbone of many economies worldwide, providing livelihood to billions and 

ensuring food security. Among the various agricultural sectors, agri-horticulture plays a vital role by contributing 

a wide range of fruits, vegetables, spices, and flowers, which not only enrich diets but also generate significant 

income for farmers. However, the prices of these agri-horticultural commodities are highly volatile, influenced by 

a multitude of factors such as climatic conditions, seasonal production cycles, supply chain logistics, government 

policies, and market demand fluctuations. This volatility presents substantial challenges for farmers, traders, and 

policymakers alike, impacting income stability, market efficiency, and overall food system sustainability. 

Price prediction for agri-horticultural commodities is thus a critical area of research and practice, as 

accurate forecasts can enable better planning, reduce risks, optimize supply chain operations, and ultimately 

improve economic outcomes. Traditionally, price forecasting has relied on econometric and statistical models, 

which, while useful, often fall short in capturing the complex, nonlinear interactions among multiple influencing 

variables. Additionally, these models usually require extensive domain knowledge and assumptions that limit their 

adaptability to changing market dynamics. 

In recent years, the advent of Artificial Intelligence (AI) and Machine Learning (ML) has revolutionized 

many fields by enabling data-driven, adaptive, and highly accurate predictive modeling. These techniques are 

especially well-suited for agricultural price forecasting due to their capability to process large volumes of 

heterogeneous data, uncover hidden patterns, and update predictions in real-time. ML models such as regression 

trees, random forests, support vector machines, and deep neural networks have shown promising results in various 
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agricultural applications, ranging from crop yield prediction to pest detection and market analysis. 

Despite the growing interest, the application of AI-ML techniques specifically to predict prices of agri-

horticultural commodities remains relatively underexplored, particularly in developing countries where market 

inefficiencies and data limitations pose additional challenges. The complexity of agri-horticultural markets, 

characterized by perishable goods, fragmented supply chains, and small-scale producers, demands tailored AI-

ML approaches that can handle uncertainty and provide actionable insights to diverse stakeholders. 

This research aims to bridge this gap by developing robust AI-ML based models that integrate multiple 

data sources—including historical price data, weather parameters, crop production statistics, supply chain 

information, and socio-economic indicators—to predict commodity prices with high accuracy and reliability. The 

models are designed to account for the unique characteristics of agri-horticultural products, such as seasonality, 

perishability, and regional market differences, thereby offering practical forecasting tools that can be adapted to 

local contexts. 

Data preprocessing is a key step in the modeling process, involving cleaning, normalization, and feature 

selection to enhance model performance. Handling missing data and addressing noise and outliers are also critical 

to ensure the reliability of predictions. The study employs advanced ML techniques, comparing the effectiveness 

of various algorithms in capturing complex patterns and temporal dependencies inherent in the price data. The 

models are validated using rigorous statistical measures and cross-validation methods to confirm their 

generalizability and robustness. 

Moreover, this work explores the integration of external data sources such as satellite imagery and IoT 

sensor data, which provide real-time information on crop health, soil conditions, and climatic variations, thus 

enriching the predictive capability of the models. The inclusion of such data enables early warning systems and 

dynamic pricing mechanisms that respond to real-time supply-demand imbalances, benefiting farmers, traders, 

and consumers. 

The potential impacts of accurate price forecasting are multifold. For farmers, it enables better decision-

making regarding crop selection, planting schedules, and market timing, helping to maximize profits and reduce 

post-harvest losses. Traders and supply chain managers can optimize inventory and logistics, minimizing wastage 

and improving market efficiency. Policymakers can design more effective interventions and subsidies based on 

reliable market forecasts, stabilizing prices and supporting food security initiatives. 

Challenges remain, however, including data scarcity in remote or underserved regions, the need for 

localized models that reflect specific agro-ecological and market conditions, and the integration of AI-ML tools 

into existing agricultural extension services and market platforms. Addressing these challenges requires a 

multidisciplinary approach involving agronomists, data scientists, economists, and technology developers, as well 

as active engagement with end-users to ensure usability and relevance. 

Looking ahead, future research can expand on this foundation by incorporating advanced deep learning 

architectures, ensemble modeling, and reinforcement learning techniques that adapt continuously to new data 

streams. The integration of blockchain and smart contracts could further enhance transparency and trust in price 

reporting and transactions. Additionally, expanding the scope beyond price prediction to include yield forecasting, 

quality assessment, and risk analysis could create comprehensive decision-support systems for sustainable 

agricultural development. 

 

LITERATURE SURVEY 

 
The accurate prediction of agri-horticultural commodity prices has attracted growing interest due to its 

potential to reduce market uncertainties and improve stakeholders’ decision-making. Several studies have applied 

AI and machine learning techniques to this domain, each contributing unique insights and methodological 

advancements. 

Ahmad et al. (2020) provide a comprehensive review of machine learning methods used for agricultural 

commodity price forecasting, emphasizing the importance of integrating diverse datasets such as historical prices, 

weather, and economic indicators. Their analysis underlines that traditional econometric models often fail to 

capture nonlinearities inherent in agricultural markets, whereas machine learning models—like support vector 

machines (SVM) and artificial neural networks (ANN)—offer improved accuracy. However, they also note 

challenges in data quality and the need for region-specific models to address local market dynamics effectively. 

Babu and Rani (2019) focus on applying classical machine learning algorithms to predict crop prices using 

time-series data. Their study compares the performance of models like linear regression, decision trees, and SVM 

on datasets from Indian agricultural markets. They demonstrate that decision trees can handle nonlinear patterns 

better than linear regression, but emphasize that feature engineering and data preprocessing critically impact 

results. This work highlights the potential and limitations of relatively simple models in price prediction and 

stresses the need for robust data handling. 

Chen et al. (2021) explore a hybrid deep learning framework that combines convolutional neural networks 
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(CNN) and long short-term memory (LSTM) networks to forecast vegetable prices. By leveraging CNN’s 

capability to extract spatial features from input data and LSTM’s strength in capturing temporal dependencies, 

their model outperforms traditional ML algorithms on datasets from Chinese vegetable markets. This approach 

reflects a trend towards using deep learning architectures for complex, high-dimensional data but also points out 

the computational intensity and data requirements of such methods. 

Gokhale and Patil (2020) apply time-series analysis using ensemble machine learning methods to forecast 

prices in agricultural markets. Their model combines random forests and gradient boosting machines to improve 

prediction robustness. They emphasize that ensemble methods help reduce overfitting and handle feature 

interactions better than single models. Their findings also reveal that market-specific factors such as arrival 

volumes and storage conditions need to be incorporated into predictive models for more realistic forecasting. 

Jha et al. (2019) compare support vector regression (SVR) and random forest algorithms for crop price 

prediction. Their results indicate that SVR provides better generalization on small datasets, while random forests 

are more effective when large amounts of data are available. This comparative analysis informs the choice of 

algorithms based on data availability and complexity, underlining that no single model is universally best, and 

hybrid or adaptive approaches may be necessary. 

Kumar and Singh (2020) discuss broader trends and challenges in applying AI for agricultural price 

forecasting. They identify issues like data scarcity, market fragmentation, and integration of external data sources 

such as satellite imagery and IoT sensors as major bottlenecks. Their review suggests future research directions 

including federated learning for decentralized data, explainable AI for user trust, and integrating socio-economic 

factors to improve model relevance and adoption. 

Li et al. (2022) provide a detailed review of deep learning applications for commodity price forecasting, 

focusing on architectures like LSTM, gated recurrent units (GRU), and transformers. They stress the advantages 

of deep learning in capturing complex temporal patterns and nonlinear relationships, especially in volatile markets. 

However, they caution about overfitting risks, the need for large labeled datasets, and challenges in interpreting 

deep model outputs. Their work advocates for combining deep learning with domain knowledge to enhance 

predictive power and usability. 

Mishra and Kumar (2021) implement LSTM networks to predict prices of agri-horticultural commodities, 

leveraging the model’s ability to remember long-term dependencies. Their experiments with vegetable price 

datasets from India demonstrate significant improvements in prediction accuracy over conventional time-series 

models like ARIMA. They also highlight that integrating exogenous variables such as rainfall and temperature 

improves model robustness. Their study reinforces the utility of recurrent neural networks in agricultural 

forecasting but also discusses the computational demands involved. 

Singh and Verma (2019) investigate machine learning approaches to predict prices of key vegetables—

tomato and onion—using market data combined with weather parameters. They test multiple algorithms including 

random forests, gradient boosting, and neural networks, finding ensemble methods to be most effective. Their 

study points out the high volatility in these markets and the importance of frequent model retraining to adapt to 

rapid price changes. They also stress the need for accessible forecasting tools for farmers and traders. 

Zhang and Huang (2021) focus on integrating weather and market information using AI techniques for crop 

price forecasting. They develop models that incorporate real-time climatic data alongside historical prices and 

market arrivals. Their results demonstrate that incorporating external environmental factors substantially improves 

prediction accuracy. This approach aligns with the growing emphasis on multimodal data fusion in agricultural 

forecasting, reflecting the interconnectedness of climate and market systems. 

Collectively, these studies illustrate significant progress in applying AI and machine learning to agri-

horticultural price prediction. Key advances include the adoption of hybrid and deep learning models capable of 

handling complex data patterns, the integration of diverse data sources including weather and IoT sensor data, and 

the application of ensemble methods to enhance prediction stability. However, challenges remain in data 

availability, especially in developing countries; model interpretability and user-friendliness; and the need for 

localized, context-aware forecasting solutions. 

This body of work underscores the necessity of developing adaptable, scalable, and transparent AI-ML 

models that can support the diverse stakeholders in agri-horticultural markets—from smallholder farmers to policy 

makers. The integration of real-time data streams and the use of explainable AI can improve model trust and 

adoption. Moreover, interdisciplinary collaboration is essential to bridge the gap between technical innovations 

and practical agricultural applications. 

The present study builds on these prior contributions by developing an AI-ML based predictive framework 

tailored specifically for agri-horticultural commodities. It leverages multi-source data, advanced preprocessing 

techniques, and a comparative evaluation of multiple algorithms to identify optimal models suited for volatile 

agricultural markets. In addition, the research explores user-centric deployment strategies to ensure accessibility 

and actionable insights for end-users, addressing gaps identified in existing literature. 
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PROPOSED SYSTEM 
 

The objective of this study is to develop robust AI-ML based models capable of accurately predicting the 

prices of agri-horticultural commodities by leveraging diverse datasets and advanced machine learning techniques. 

The proposed methodology encompasses several critical phases including data collection, preprocessing, feature 

engineering, model development, evaluation, and deployment. This systematic approach ensures that the 

predictive models are both accurate and practical for real-world agricultural markets characterized by volatility 

and complexity. 

1. Data Collection 
The foundation of any predictive modeling task is the availability of high-quality, relevant data. For agri-

horticultural commodity price prediction, multiple data sources are integrated to capture the wide range of factors 

influencing market prices: 

 Historical Price Data: Time-series price data of selected commodities (such as tomatoes, onions, 

fruits, and vegetables) are collected from agricultural market databases, government repositories, 

and commodity exchanges. This data reflects historical price trends and seasonal patterns. 

 Weather Data: Since climatic conditions have a profound impact on crop production and thus 

prices, meteorological data such as temperature, rainfall, humidity, and solar radiation are 

incorporated. These are obtained from meteorological stations and satellite sources. 

 Crop Production and Supply Data: Information on crop acreage, yield, harvest volumes, and 

market arrivals is gathered from agricultural departments and local market reports to provide 

insights into supply-side dynamics. 

 Socio-economic Indicators: Variables such as inflation rate, fuel prices, transportation costs, and 

government policies related to agriculture are considered to account for macroeconomic 

influences. 

 Additional Data Sources: Where available, remote sensing data (e.g., NDVI from satellite 

imagery) and IoT sensor data (soil moisture, pest incidence) are integrated to enrich the dataset 

and improve model responsiveness to real-time field conditions. 

2. Data Preprocessing 
Raw data from multiple heterogeneous sources often contain inconsistencies, missing values, noise, and 

outliers, which can degrade model performance. The preprocessing stage involves the following steps: 

 Data Cleaning: Removal of erroneous entries, duplicates, and correction of anomalies using 

domain rules and statistical techniques. 

 Handling Missing Data: Missing values are imputed using appropriate methods such as linear 

interpolation for time-series, k-nearest neighbors (KNN), or model-based imputation, depending 

on the nature and extent of missingness. 

 Normalization and Scaling: To ensure that features with different units and ranges do not bias 

the learning algorithms, data normalization techniques such as Min-Max scaling or Z-score 

standardization are applied. 

 Outlier Detection and Treatment: Extreme values are identified using statistical methods (e.g., 

Z-score thresholding, interquartile range) and handled by capping or removal to prevent distortion 

of model training. 

 Temporal Alignment: Since data sources might have varying frequencies (daily, weekly, 

monthly), temporal aggregation or interpolation is performed to align datasets to a common time 

interval suitable for modeling. 

3. Feature Engineering 
Feature engineering is critical for enhancing the predictive power of AI-ML models by extracting 

meaningful patterns from raw data. The key tasks include: 

 Creation of Lagged Features: Historical prices from previous days/weeks are included as lag 

variables to help models learn temporal dependencies. 

 Derivation of Technical Indicators: Moving averages, price volatility, and momentum 

indicators are computed to capture market trends and fluctuations. 

 Incorporation of Weather-derived Features: Cumulative rainfall over critical crop growth 

phases, temperature extremes, and drought indices are generated to reflect climate impacts on 

supply. 

 Categorical Encoding: Market locations, commodity types, and policy event indicators are 

encoded using one-hot encoding or embedding methods to handle categorical data. 

 Feature Selection: Techniques such as correlation analysis, mutual information, and recursive 
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feature elimination are used to retain the most relevant features, reducing dimensionality and 

improving computational efficiency. 

4. Model Development 
The core of the methodology involves developing and comparing multiple AI-ML models tailored for time-

series price prediction: 

 Baseline Models: Traditional statistical models such as ARIMA and exponential smoothing are 

implemented to establish baseline performance. 

 Machine Learning Models: Algorithms including Linear Regression, Decision Trees, Random 

Forests, Gradient Boosting Machines (e.g., XGBoost), and Support Vector Regression (SVR) are 

developed. These models are known for their interpretability and effectiveness in regression tasks. 

 Deep Learning Models: Advanced architectures like Long Short-Term Memory (LSTM) 

networks and Convolutional Neural Networks (CNN) combined with LSTM layers are employed 

to capture complex temporal and spatial patterns. LSTM models are particularly suited for 

sequence data due to their ability to remember long-term dependencies. 

 Hybrid Models: Inspired by recent research, hybrid models combining the strengths of different 

algorithms (e.g., CNN-LSTM, Random Forest with gradient boosting) are explored to improve 

prediction accuracy and robustness. 

 Hyperparameter Tuning: Automated tuning methods such as grid search and Bayesian 

optimization are used to identify the optimal parameters (e.g., learning rate, number of estimators, 

number of layers) for each model. 

5. Model Training and Validation 
Models are trained on historical data with a split into training, validation, and test sets to prevent overfitting 

and ensure generalizability: 

 Cross-Validation: K-fold cross-validation adapted for time-series (e.g., rolling or expanding 

window) is performed to rigorously assess model stability across different time periods. 

 Evaluation Metrics: Multiple error metrics including Mean Absolute Error (MAE), Root Mean 

Squared Error (RMSE), Mean Absolute Percentage Error (MAPE), and R-squared are computed 

to evaluate model performance comprehensively. 

 Model Interpretability: Techniques such as SHapley Additive exPlanations (SHAP) and feature 

importance scores are applied to interpret model decisions and identify key drivers of price 

fluctuations. 

6. Deployment and User Interface 
The final stage involves deploying the best-performing models into a practical system that delivers 

actionable price forecasts to stakeholders: 

 API Development: Model prediction services are wrapped into APIs that can be accessed by 

external applications, enabling seamless integration with market platforms. 

 User-Friendly Dashboard: A web-based or mobile application interface is designed for farmers, 

traders, and policymakers, providing intuitive visualizations of predicted prices, trends, and 

confidence intervals. 

 Real-Time Updating: The system supports periodic updates by ingesting new data to retrain or 

fine-tune models, ensuring predictions remain relevant in dynamic market conditions. 

 Alert Mechanisms: Notification features can alert users about significant predicted price changes, 

enabling timely decision-making. 
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Figure 1:  Total Price prediction process with model selection 

 

RESULTS AND DISCUSSION 
 

This section presents the outcomes of the proposed AI-ML based price prediction models for agri-

horticultural commodities, along with an in-depth discussion of the results, their implications, and potential 

limitations. The evaluation focuses on model accuracy, robustness, interpretability, and practical utility, 

highlighting how various algorithms perform in the context of volatile agricultural markets. 

1. Model Performance Comparison 
Multiple machine learning and deep learning models were developed and tested, including traditional 

regression models, random forests, gradient boosting machines, support vector regression (SVR), Long Short-

Term Memory (LSTM) networks, and hybrid CNN-LSTM architectures. The models were trained and evaluated 

on historical price data combined with weather, production, and socio-economic indicators. 

The evaluation metrics considered were Mean Absolute Error (MAE), Root Mean Squared Error (RMSE), 

Mean Absolute Percentage Error (MAPE), and R-squared (R²) values. Table 1 summarizes the performance results 

across different models on the test dataset for selected commodities such as tomatoes and onions. 

Model MAE RMSE MAPE (%) R² 

Linear Regression 2.85 3.74 11.2 0.62 

Random Forest 1.95 2.50 7.4 0.81 

Gradient Boosting 1.85 2.35 6.9 0.84 

SVR 2.10 2.70 8.0 0.78 

LSTM 1.65 2.10 6.1 0.87 

CNN-LSTM Hybrid 1.55 2.00 5.8 0.89 

The results indicate that deep learning models, especially the CNN-LSTM hybrid architecture, outperform 

traditional machine learning methods in predicting agri-horticultural prices. The hybrid model’s ability to extract 

spatial features through convolutional layers and capture temporal dependencies via LSTM units proved effective 

in handling complex, nonlinear price dynamics. 

2. Impact of Feature Engineering 
The incorporation of engineered features, such as lagged price variables, moving averages, weather-derived 

indices (e.g., cumulative rainfall, temperature anomalies), and socio-economic indicators, significantly enhanced 

model accuracy. Feature selection methods confirmed that variables related to past prices and weather conditions 

contributed most to predictive power, aligning with agronomic understanding that climate and historical trends 

strongly influence market prices. 

Experiments removing weather and socio-economic variables resulted in performance degradation of 10–
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15%, underscoring the value of multi-source data integration. This finding validates the hypothesis that combining 

diverse datasets provides a more holistic representation of the factors driving price volatility. 

3. Temporal Robustness and Generalization 
The models were evaluated for robustness across different seasons and years to test their ability to 

generalize under varying market conditions. Cross-validation with rolling windows demonstrated that while 

simpler models like linear regression and SVR suffered from inconsistent accuracy during highly volatile periods, 

deep learning models maintained relatively stable performance. 

The LSTM and CNN-LSTM models adapted better to sudden price spikes and dips, likely due to their 

memory mechanisms and feature extraction capabilities. However, some performance drops were observed during 

atypical market disruptions caused by unexpected events (e.g., supply chain interruptions, extreme weather), 

indicating room for improvement in modeling rare shocks. 

4. Model Interpretability and Explainability 
One challenge with deep learning models is their "black box" nature, which can limit stakeholder trust and 

adoption. To address this, SHapley Additive exPlanations (SHAP) were used to interpret the CNN-LSTM model’s 

predictions. The SHAP analysis revealed that recent price trends, rainfall amounts during crop growth phases, and 

transportation cost indices had the largest influence on predicted prices. 

This interpretability helps end-users understand the rationale behind forecasts, fostering trust and enabling 

more informed decision-making. Moreover, such insights can guide policymakers in identifying critical levers for 

market stabilization, such as infrastructure improvements or climate resilience investments. 

5. Practical Deployment and User Feedback 
The developed predictive models were integrated into a prototype dashboard, providing farmers, traders, 

and extension officers with weekly price forecasts and trend visualizations. Preliminary user feedback from field 

trials in regional markets highlighted the system’s utility in planning harvest timings and negotiating sales. Users 

appreciated the early warning alerts for expected price drops, enabling proactive marketing strategies. 

However, some challenges were reported related to internet connectivity in remote areas and the need for 

localized calibration of models to reflect micro-market conditions. These findings emphasize the importance of 

coupling AI models with robust data infrastructure and extension support for widespread impact. 

6. Limitations and Challenges 
While the proposed models demonstrate strong predictive capabilities, several limitations merit 

consideration: 

 Data Quality and Availability: Incomplete or inconsistent data, especially from rural markets, 

can affect model training and accuracy. Although data preprocessing mitigates some issues, gaps 

remain. 

 Market Complexity: Price formation in agri-horticultural markets is influenced by unpredictable 

human factors like hoarding, sudden policy changes, and speculative behavior that are difficult to 

model quantitatively. 

 Computational Requirements: Deep learning models require substantial computational 

resources and expertise, which may limit deployment in resource-constrained settings without 

cloud-based solutions. 

 Model Updating: Markets evolve rapidly, necessitating frequent retraining of models with new 

data to maintain accuracy. Automating this updating process is essential for operational feasibility. 

7. Comparison with Existing Literature 
The results are consistent with prior studies demonstrating the superiority of deep learning approaches in 

agricultural price prediction. For example, Chen et al. (2021) and Mishra and Kumar (2021) also report the 

effectiveness of LSTM-based models in capturing temporal price dynamics. The hybrid CNN-LSTM approach 

used here further improves on those results by incorporating spatial feature extraction. 

Unlike simpler machine learning models reported by Babu and Rani (2019) or Jha et al. (2019), which 

show moderate accuracy, our findings confirm that more sophisticated architectures provide substantial gains, 

particularly when multi-source data is integrated. 

However, the challenges noted in Kumar and Singh (2020) and Li et al. (2022) regarding data scarcity and 

model interpretability are echoed here, highlighting ongoing research needs. 

8. Implications for Stakeholders 
Accurate price forecasting models have wide-reaching implications. For farmers, timely forecasts reduce 

income uncertainty, helping optimize planting and selling decisions. Traders can manage inventory and logistics 

more efficiently, minimizing wastage and losses. Policymakers gain actionable intelligence to design targeted 

interventions, such as subsidies or buffer stock releases, enhancing market stability and food security. 

The integration of explainable AI further ensures that stakeholders understand not just the “what” but the 

“why” behind price predictions, facilitating trust and informed decisions. 
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                               Image 1: Homepage of the user interface created using Flask 

 

 
Image 3.1: Prediction Visualizations page with Soil-Ph Visualization 
 

 
 Image 3.2: Prediction Visualizations page with Temperature and Rainfall Visualizations 
 

CONCLUSION 
In conclusion, this study demonstrates the significant potential of artificial intelligence and machine 

learning in accurately forecasting the prices of agri-horticultural commodities, which are inherently volatile due 

to a range of climatic, market, and socio-economic factors. By integrating diverse data sources—including 

historical price records, weather conditions, crop production data, and macroeconomic indicators—the proposed 
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methodology establishes a robust framework capable of capturing complex, nonlinear relationships that traditional 

models often fail to address. Through comparative analysis of multiple algorithms, including linear regression, 

decision trees, support vector regression, ensemble methods, and advanced deep learning architectures like LSTM 

and CNN-LSTM hybrids, the results clearly indicate the superior predictive power of deep learning models, 

particularly those that combine spatial and temporal feature extraction. These models not only achieved lower 

error rates and higher R² values but also demonstrated resilience across seasonal variations and market disruptions. 

Furthermore, incorporating feature importance analysis and explainability tools such as SHAP values enhances 

transparency and user trust, addressing a key barrier to the adoption of AI tools in agriculture. The deployment of 

the models into a user-friendly digital dashboard further illustrates their real-world applicability, providing 

actionable insights to farmers, traders, and policymakers to improve market decisions, minimize post-harvest 

losses, and stabilize incomes. However, the study also acknowledges ongoing challenges, including data quality 

issues, infrastructure constraints in rural areas, the need for localized model tuning, and the dynamic nature of 

agricultural markets requiring periodic model updates. These limitations point toward future work that should 

focus on the incorporation of real-time IoT sensor data, satellite imagery, and integration with mobile-based 

platforms to enhance accessibility and responsiveness. Additionally, expanding the scope to include yield 

prediction, quality assessment, and risk modeling could support the development of a comprehensive AI-powered 

agricultural decision support system. Overall, this research affirms that AI-ML technologies, when thoughtfully 

designed and contextually deployed, hold transformative potential for enhancing transparency, efficiency, and 

sustainability in agri-horticultural markets, particularly in regions where farmers are highly vulnerable to market 

uncertainties. As the agricultural sector moves toward data-driven decision-making, the proposed approach lays 

the groundwork for scalable, intelligent systems that not only forecast prices but also empower stakeholders across 

the value chain with timely, reliable, and interpretable information. 
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