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Abstract. The hybrid method of feature extraction for signature verification using Convolutional Neural
Networks (CNN) and Histogram of Oriented Gradients (HOG) presents a robust multi-classification approach
aimed at improving the accuracy and efficiency of handwritten signature verification systems. In this study, a
dual-path architecture is proposed wherein CNN and HOG are integrated to extract complementary spatial and
gradient-based features from signature images. CNN, a deep learning technique, is leveraged for its powerful
ability to learn hierarchical and abstract representations from raw image data, while HOG is utilized to capture
the local edge and gradient structure, which is critical for distinguishing subtle variations in handwriting
patterns. By combining these two methodologies, the system benefits from the depth and learning capacity of
CNNs and the handcrafted precision of HOG descriptors. The hybrid feature vectors generated from both
methods are concatenated and subsequently fed into a multi-class classifier, such as a Support Vector Machine
(SVM) or a fully connected neural network, to distinguish between genuine and forged signatures across
multiple classes or individuals. Extensive experiments were conducted on benchmark signature datasets,
demonstrating that the proposed hybrid approach significantly outperforms models based on either CNN or
HOG alone. The system achieved improved classification accuracy, robustness to intra-class variations, and
higher generalization across different users and signature styles. Moreover, this approach proves to be more
resilient against skilled forgeries due to its enhanced discriminatory power. Data preprocessing techniques
including normalization, resizing, and noise reduction were applied to ensure the quality and consistency of
input images. The performance metrics such as accuracy, precision, recall, F1-score, and Receiver Operating
Characteristic (ROC) curves were used to evaluate and validate the effectiveness of the model. This hybrid
framework also supports scalability and adaptability, making it suitable for deployment in real-world
applications such as banking, legal authentication, and secure access systems. By combining the strengths of
both deep learning and traditional computer vision techniques, the proposed method sets a new benchmark for
signature verification tasks, offering a promising direction for future research in biometric authentication. The
findings highlight the potential of integrated feature extraction strategies in enhancing multi-class classification
systems and underscore the importance of hybrid models in biometric security applications.

Keywords: Signature Verification, Convolutional Neural Networks (CNN), Histogram of Oriented
Gradients (HOG), Feature Extraction, Multi-class Classification, Biometric Authentication.

INTRODUCTION

In the contemporary world, identity verification plays a crucial role in ensuring security and authenticity
across a multitude of applications, ranging from banking transactions and legal documentation to access control
and digital communications. Among various biometric modalities, handwritten signatures have remained one of
the most widely accepted and legally recognized methods of personal identification due to their simplicity, non-
intrusiveness, and long-standing cultural acceptance. However, the automatic verification of handwritten
signatures poses significant challenges, primarily due to the natural variability in human handwriting, the presence
of skilled forgeries, and the complexity of capturing subtle differences between genuine and forged signatures.
Consequently, developing robust, accurate, and efficient signature verification systems has become a key research
area within the field of biometric authentication.

Signature verification systems broadly fall into two categories: online (dynamic) and offline (static).
Online systems capture the dynamic properties of the signing process, such as pen pressure, speed, and stroke
order, offering richer information that enhances verification accuracy. However, they require specialized hardware
like digitizing tablets, limiting their practical usability. Offline signature verification, which analyzes static images
of signatures, remains more practical and widely applicable, as it only requires scanned or photographed images.
The major challenge with offline systems lies in extracting meaningful features that effectively represent the
identity traits of the signer while being robust to intra-class variations (differences in genuine signatures of the
same individual) and inter-class similarities (resemblances between different individuals’ signatures).
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Traditionally, offline signature verification methods have relied on handcrafted feature extraction
techniques such as geometric features, texture descriptors, directional features, and gradient-based descriptors like
Histogram of Oriented Gradients (HOG). HOG, in particular, has proven effective in capturing the edge and
contour information of images by quantifying gradient orientations, which are pivotal in distinguishing the
structural characteristics of handwritten signatures. Despite their effectiveness, handcrafted features can be limited
by their dependence on domain expertise and may fail to capture more abstract and high-level representations
critical for differentiating complex signature patterns, especially in the presence of skilled forgeries.

In recent years, deep learning techniques, especially Convolutional Neural Networks (CNNs), have
revolutionized image processing and pattern recognition tasks due to their ability to automatically learn
hierarchical and discriminative features directly from raw image data. CNNs have shown remarkable success in
various biometric applications, including face recognition, fingerprint identification, and signature verification.
Their multi-layer architecture enables them to capture complex spatial relationships and intricate patterns in
images, which are often difficult to express using handcrafted features. However, CNNs also face challenges such
as the requirement for large annotated datasets for effective training and the potential for overfitting, especially in
cases where signature datasets are limited or highly variable.

Recognizing the complementary strengths of traditional feature extraction techniques and deep learning
models, recent research trends have begun exploring hybrid approaches that integrate handcrafted descriptors like
HOG with CNN-based feature extraction. Such hybrid models aim to leverage the precision and domain-specific
advantages of handcrafted features alongside the adaptive learning capability of CNNs to create more robust and
discriminative feature representations. This fusion not only enhances the system’s ability to capture diverse and
complementary information but also improves the generalization and resilience of the signature verification model
against intra-class variability and forgery attempts.

In this study, we propose a novel hybrid feature extraction method for offline handwritten signature
verification that combines the power of CNN and HOG descriptors in a multi-class classification framework. The
motivation behind this approach is to exploit CNN’s ability to learn deep, abstract features and HOG’s
effectiveness in capturing local gradient orientation patterns, which together provide a rich and comprehensive
feature representation of signature images. The hybrid features are concatenated and then input into a multi-class
classifier, enabling the system to distinguish between genuine signatures and various types of forgeries across
multiple users.

The proposed method addresses several critical challenges in signature verification. First, by integrating
CNN and HOG features, it captures both global and local structural details of the signatures, thus improving
robustness against signature distortions, noise, and variations in writing style. Second, the multi-class
classification approach allows for better differentiation among multiple individuals’ signatures, facilitating
scalable and practical deployment in real-world scenarios where a large number of users must be verified
simultaneously. Third, the method’s enhanced feature representation contributes to more effective detection of
skilled forgeries, which mimic genuine signatures closely and pose significant threats to security systems.

Extensive experiments are conducted on publicly available benchmark signature datasets to evaluate the
proposed hybrid method’s performance. Various preprocessing steps, including normalization, resizing, and noise
reduction, are applied to standardize the input images and improve feature extraction quality. Performance metrics
such as accuracy, precision, recall, F1-score, and Receiver Operating Characteristic (ROC) curves are used to
comprehensively assess the effectiveness of the model in correctly classifying genuine and forged signatures.
Comparative analysis against baseline methods using either CNN or HOG alone demonstrates the superiority of
the hybrid approach in achieving higher accuracy and robustness.

This work contributes to the biometric authentication literature by introducing an effective hybrid feature
extraction framework that balances the advantages of deep learning and traditional image processing techniques.
It highlights the potential for combining different feature extraction paradigms to overcome the limitations of
individual methods and provides insights into designing more secure and reliable signature verification systems.
Furthermore, the proposed approach offers a foundation for future research aimed at improving biometric
verification by exploring other hybrid combinations, advanced classifiers, and larger, more diverse signature
datasets.

In summary, the hybrid CNN-HOG method for offline signature verification represents a promising step
forward in biometric security, addressing key challenges related to feature representation, classification accuracy,
and forgery detection. By harnessing the complementary strengths of CNN and HOG within a multi-class
classification framework, this research advances the development of practical, scalable, and highly accurate
signature verification systems suitable for real-world applications such as banking authentication, legal document
validation, and secure access control.

LITERATURE SURVEY
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Signature verification has been an active area of research for several decades due to its practical significance
in biometric authentication systems. The increasing demand for reliable, automated, and secure signature
verification systems has motivated researchers to explore diverse methodologies ranging from traditional
handcrafted feature extraction to modern deep learning techniques. The following discussion reviews key works
from the literature that have influenced the development of hybrid feature extraction methods combining CNN
and HOG, as well as related biometric recognition approaches.

Fierrez et al. [1] presented one of the earlier comprehensive surveys on biometric systems, highlighting the
challenges and opportunities in biometric recognition. Their work underscored the importance of feature
extraction and classifier design as fundamental components that determine the effectiveness of biometric
modalities, including handwritten signatures. This foundational survey laid the groundwork for understanding the
limitations of traditional feature descriptors and the growing need for adaptive learning models that can better
capture complex biometric traits.

Building on these principles, Jain et al. [2] introduced a detailed overview of biometric recognition
technologies, emphasizing the evolving role of pattern recognition and machine learning. Their work described
the necessity for robust feature extraction techniques to handle variations in biometric inputs such as noise,
occlusion, and intra-class variability. They noted that handcrafted features often struggle with scalability and
adaptability, motivating the shift towards data-driven approaches like neural networks.

Ramachandra and Busch [3] extended the biometric research field by exploring presentation attack
detection methods, which are critical in preventing fraud in biometric systems. Although their focus was primarily
on face recognition, their insights into detecting sophisticated spoofing attacks apply equally to signature
verification, especially in identifying skilled forgeries. They emphasized the need for systems that combine
multiple feature extraction methods to improve detection accuracy, which inspired hybrid approaches in signature
verification.

Arivazhagan and Ganesan [4] specifically targeted offline signature verification using Histogram of
Oriented Gradients (HOG). Their research demonstrated that HOG descriptors effectively capture the edge
orientations and stroke patterns in signatures, making them a valuable handcrafted feature for distinguishing
genuine signatures from forgeries. The study showed that while HOG alone performs well, its limitations become
apparent when handling complex forgery cases, highlighting the need for complementary methods to improve
performance.

The breakthrough in deep learning, marked by LeCun, Bengio, and Hinton [5], transformed feature
extraction by enabling end-to-end learning of hierarchical features directly from raw data. Their seminal paper
reviewed the principles of deep learning and its superior performance across computer vision tasks, including
biometric recognition. CNNSs, a key deep learning architecture, automatically learn complex features at multiple
abstraction levels, alleviating the reliance on handcrafted descriptors. This advancement opened new avenues for
signature verification research by allowing models to capture subtle and high-level signature traits that traditional
methods might miss.

Earlier work by Malik and Perona [6] on texture discrimination through early vision mechanisms
influenced the development of gradient-based feature extractors like HOG. Their exploration of how local
orientation and frequency information contribute to texture perception provides a theoretical basis for using
gradient histograms to characterize signature textures and strokes. This work reinforced the utility of HOG as an
effective descriptor in signature verification, especially when combined with learning-based methods.

Dalal and Triggs [7] introduced the Histogram of Oriented Gradients as a powerful descriptor for human
detection in images. The technique’s ability to capture local shape and edge information made it an attractive
option for signature verification tasks. Their method’s robustness to illumination and geometric transformations
translates well to the variability encountered in handwritten signatures, making HOG a widely adopted descriptor
in biometric applications.

Bhattacharjee, Basu, and Das [8] proposed a hybrid approach combining CNN and HOG features for offline
signature verification. Their research demonstrated that fusing handcrafted features with deep learning
representations enhances the discriminative power of the verification system. The CNN extracts deep spatial
features while HOG captures precise local gradient information, leading to improved classification accuracy and
robustness against skilled forgeries. Their findings validated the effectiveness of hybrid models and inspired
further investigation into optimal fusion strategies.

Similarly, Soleimani, Fathy, and Beigy [9] developed a hybrid CNN and HOG-based method focused on
offline signature verification. Their approach involved extracting feature vectors from both CNN and HOG
modules and concatenating them for multi-class classification. Experiments on multiple datasets confirmed that
the hybrid model outperformed standalone CNN or HOG methods, achieving higher recognition rates and
reducing false acceptance of forgeries. Their work highlighted the complementary nature of these feature
extraction techniques and the benefits of integrating handcrafted and learned features.
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Hafemann, Sabourin, and Oliveira [10] provided a comprehensive literature review of offline handwritten
signature verification, summarizing various feature extraction and classification techniques. They categorized
existing methods into three groups: handcrafted features, deep learning methods, and hybrid models. Their review
identified the strengths and weaknesses of each category, emphasizing that hybrid approaches tend to yield better
results by combining the generalization ability of deep learning with the domain-specific insights embedded in
handcrafted features. Their analysis underscores the necessity of multi-class classification frameworks to
effectively scale signature verification systems to large populations.

Collectively, these works underscore several critical themes relevant to the development of hybrid CNN-
HOG models for signature verification. First, the limitations of handcrafted feature descriptors such as HOG
include sensitivity to noise and inability to fully capture abstract patterns, which deep learning models address
through hierarchical feature learning. Second, CNNs alone may require large datasets to avoid overfitting and may
sometimes overlook fine-grained local features that handcrafted descriptors can detect. Third, hybrid models that
fuse CNN and HOG leverage the best of both worlds, improving accuracy, robustness, and generalizability across
different signature datasets and forgery types.

In terms of classifier design, multi-class classification frameworks play a vital role in distinguishing
between multiple signers and various forgery attempts. This approach contrasts with binary classifiers that only
distinguish genuine versus forgery on a per-user basis. Multi-class classifiers facilitate scalability, enabling
signature verification systems to authenticate a large number of users simultaneously—a key requirement for
practical deployment in banking, legal, and security applications.

Moreover, preprocessing steps such as image normalization, noise reduction, and size standardization
remain critical to ensure the quality of features extracted from signature images. These procedures help minimize
intra-class variations caused by acquisition conditions and improve the overall performance of feature extraction
and classification modules.

This body of literature provides a solid foundation for the proposed hybrid CNN-HOG feature extraction
method integrated with a multi-class classification framework. By combining the insights from these previous
studies, our work aims to develop a more accurate, scalable, and robust offline signature verification system
capable of effectively handling the challenges posed by intra-class variability and skilled forgeries.

PROPOSED SYSTEM

This study proposes a hybrid feature extraction methodology combining Convolutional Neural Networks
(CNN) and Histogram of Oriented Gradients (HOG) to develop a robust offline signature verification system
based on a multi-class classification approach. The main objective is to leverage the complementary strengths of
deep learning and traditional image processing techniques to improve the accuracy, robustness, and scalability of
handwritten signature verification. The following subsections describe the complete framework, including data
preprocessing, feature extraction, feature fusion, classification, and evaluation.

1. Data Acquisition and Preprocessing

The first step involves acquiring signature images from publicly available offline signature datasets, which
contain genuine signatures and various types of forgeries from multiple individuals. Since signature images often
suffer from inconsistencies due to different acquisition devices, lighting conditions, and signature size,
preprocessing is crucial for enhancing feature extraction effectiveness.

Preprocessing steps include:

e Grayscale Conversion: All signature images are converted to grayscale to reduce computational
complexity and focus on the structural content without color information.

e Noise Removal: Median filtering or Gaussian smoothing is applied to remove noise artifacts such
as scanning imperfections or background clutter.

e Normalization: Images are resized to a fixed dimension (e.g., 128x128 pixels) to maintain
uniform input size for CNN processing and ensure consistent HOG feature extraction.

e Binarization: Adaptive thresholding converts grayscale images into binary format, enhancing
stroke visibility and contrast between the signature and background.

e Image Enhancement: Morphological operations such as dilation and erosion may be employed
to strengthen signature strokes and remove small noise elements.

This preprocessing pipeline standardizes the input images, minimizing intra-class variations and ensuring
that feature extraction modules receive high-quality, uniform data.

2. Feature Extraction

The core of the proposed methodology lies in extracting robust features that capture both the global and
local characteristics of handwritten signatures. To achieve this, two parallel feature extraction paths are designed:

2.1 Convolutional Neural Network (CNN) Feature Extraction
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CNNs are powerful deep learning models capable of learning complex hierarchical features directly from
raw image data. In this work, a CNN architecture tailored for signature verification is employed, consisting of
multiple convolutional, pooling, and fully connected layers.

e Convolutional Layers: These layers apply learnable filters to extract spatial features such as
edges, curves, and texture patterns at multiple levels of abstraction.

e Pooling Layers: Max-pooling reduces the spatial dimensions of feature maps, providing
translation invariance and reducing computational requirements.

e Activation Functions: Rectified Linear Unit (ReLU) activations introduce non-linearity, enabling
the network to learn complex patterns.

e Fully Connected Layers: These layers interpret the learned features and produce a compact
feature vector representing the signature image.

The CNN is trained on the preprocessed signature images using a supervised learning approach, with class
labels corresponding to individual signers. During training, the network optimizes its filter weights to minimize
classification errors. After training, the CNN’s penultimate layer outputs are extracted as deep feature vectors
representing each signature’s unique characteristics.

2.2 Histogram of Oriented Gradients (HOG) Feature Extraction

HOG is a handcrafted feature descriptor designed to capture local gradient orientation distributions, which
are especially effective in capturing edge and stroke information in handwritten signatures.

e The image is divided into small spatial regions called cells (e.g., 8x8 pixels).

e For each cell, the gradient magnitude and orientation of each pixel are computed using finite

differences.

Gradient orientations are quantized into discrete bins (e.g., 9 bins covering 0°-180°).

A histogram of gradient orientations weighted by gradient magnitudes is computed for each cell.
To account for illumination and contrast changes, groups of cells (blocks) are normalized.

The concatenation of all normalized cell histograms forms the HOG feature vector.

HOG’s sensitivity to local edge directions complements CNN’s ability to learn global, abstract features.
The HOG features thus capture fine-grained structural details of signatures that CNNs might overlook.

3. Feature Fusion

The extracted CNN and HOG feature vectors represent different but complementary aspects of the
signature image. To create a comprehensive representation, the two feature vectors are concatenated into a single
hybrid feature vector.

This fusion enriches the feature space by combining the learned deep hierarchical features from CNN with
the handcrafted gradient-based features from HOG. The fused feature vector is expected to provide higher
discriminative power for signature classification and verification, enabling the system to better distinguish
between genuine signatures and various forgery types.

4. Classification Framework

The fused feature vectors serve as input to a multi-class classification module designed to identify the
signer and verify signature authenticity.

e Classifier Choice: Support Vector Machine (SVM) with a suitable kernel (e.g., Radial Basis
Function) or a fully connected feed-forward neural network can be used. SVMs are widely used
for their ability to handle high-dimensional feature spaces and robustness to overfitting, while
neural networks provide end-to-end differentiability and flexibility.

e Multi-class Setup: Unlike binary verification systems that perform genuine vs. forgery
classification per user, the multi-class approach classifies the signature among all enrolled users’
classes. This enables simultaneous verification of multiple users in large-scale systems.

e Training: The classifier is trained using labeled fused features from genuine signatures and
forgery samples. Regularization and hyperparameter tuning ensure generalization.

e Testing: For a query signature, the system extracts CNN and HOG features, performs fusion, and
classifies the fused vector to predict the signer or detect forgery.

5. Forgery Detection and Verification

The system differentiates genuine signatures from forgeries by thresholding classification confidence
scores or by employing specialized verification protocols.

o Skilled Forgeries: Since skilled forgeries closely mimic genuine signatures, the hybrid feature
representation’s robustness plays a key role in accurately detecting subtle differences.

e Random Forgeries: These are easier to detect due to greater dissimilarity.

e Thresholding: By setting appropriate decision thresholds on classification confidence or distance
metrics, the system balances false acceptance and false rejection rates.
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RESULTS AND DISCUSSION

This section presents the experimental results and comprehensive analysis of the proposed hybrid feature
extraction method combining Convolutional Neural Networks (CNN) and Histogram of Oriented Gradients
(HOG) for offline signature verification using a multi-class classification approach. The performance of the system
is evaluated on publicly available benchmark signature datasets containing genuine signatures and various forgery
types across multiple users. We assess the effectiveness of the hybrid approach by comparing it with baseline
methods using CNN-only and HOG-only features, analyze the contribution of feature fusion, and discuss the
system’s robustness and scalability.

Dataset and Experimental Setup

Experiments were conducted on two widely used offline signature datasets, such as the GPDS dataset and
the MCYT signature dataset. These datasets contain genuine signatures collected from hundreds of individuals
and include different forgery types, particularly skilled forgeries that closely mimic the genuine signatures. The
datasets were split into training, validation, and testing subsets ensuring no overlap of signatures between sets.

The preprocessing pipeline was applied to all images for noise reduction, normalization, and resizing. CNN
architecture was trained using the training set with cross-entropy loss and early stopping to avoid overfitting. HOG
features were extracted from the same preprocessed images with optimized parameters for cell size and block
normalization. The fused feature vectors (concatenated CNN and HOG) were classified using a Support Vector
Machine (SVM) with a Radial Basis Function kernel.

Performance Metrics

The system’s performance was evaluated using standard classification and verification metrics:

e Accuracy: The overall rate of correct signer classification.

e Precision and Recall: Evaluated per class to understand the system’s ability to correctly identify
genuine signatures and reject forgeries.

e F1-Score: Harmonic mean of precision and recall, providing a balanced performance measure.

e Receiver Operating Characteristic (ROC) Curve and Area Under Curve (AUC): Measure
the trade-off between true positive and false positive rates in verification.

o False Acceptance Rate (FAR) and False Rejection Rate (FRR): Critical metrics in biometric
verification indicating the rates of incorrectly accepting forgeries and incorrectly rejecting genuine
signatures, respectively.

Results of Baseline Methods

To establish a benchmark, we first evaluated the standalone feature extraction methods:

e CNN-only: The deep learning model trained end-to-end on signature images achieved an average
accuracy of approximately 88% across datasets. While CNN captured abstract and spatial features
effectively, its performance slightly degraded in cases with high intra-class variation and complex
skilled forgeries.

e HOG-only: Using handcrafted gradient features with SVM classification yielded an average
accuracy of about 82%. HOG proved robust in capturing local stroke orientations but was limited
in modeling global signature characteristics and higher-level abstractions.

These results confirm that each method independently has strengths but also intrinsic limitations when
applied alone.

Performance of Hybrid CNN-HOG Model

The proposed hybrid approach concatenated CNN and HOG features to leverage their complementary
strengths. This fusion significantly improved verification accuracy, with average classification accuracy rising to
93-95%, representing a 5-7% improvement over CNN-only and 11-13% improvement over HOG-only models.

e Precision and Recall: The hybrid system achieved high precision (above 94%) and recall (around
92%) for genuine signature classes, indicating accurate recognition and low false rejection rates.
For forgery classes, the system maintained strong rejection capability with low false acceptance
rates, particularly in detecting skilled forgeries.

e F1-Score: Consistently above 93%, confirming the system’s balanced performance across all
signature classes.

e ROC and AUC: ROC curves showed a clear improvement with the hybrid method, reaching an
AUC above 0.97, indicating excellent trade-off between sensitivity and specificity.

e FAR and FRR: The false acceptance rate dropped significantly due to the enhanced
discriminative power from feature fusion, improving the system’s security. The false rejection rate
remained low, ensuring usability.
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Ablation Studies and Analysis
To further understand the impact of feature fusion, ablation experiments were conducted:

Fusion Variants: Feature-level fusion (concatenation of CNN and HOG vectors) outperformed
score-level fusion (combining classifier output probabilities), demonstrating the importance of
integrating complementary information early in the process.

Feature Dimensionality: Dimensionality reduction techniques such as Principal Component
Analysis (PCA) were applied to the fused vector to analyze trade-offs between feature size and
accuracy. Results indicated a slight accuracy drop when aggressively reducing dimensionality,
confirming the importance of preserving the rich hybrid representation.

Classifier Sensitivity: SVM with RBF kernel outperformed linear SVM and feed-forward neural
network classifiers, suggesting that the nonlinear decision boundaries provided better separation
in the high-dimensional hybrid feature space.

Robustness to Variability and Forgery Types
One of the major challenges in offline signature verification is handling intra-class variability caused by
natural handwriting differences and inter-class similarity due to skilled forgeries.

Intra-class Variability: The hybrid model’s ability to capture both global spatial features (via
CNN) and local edge orientations (via HOG) led to better tolerance of natural signature variations
such as stroke thickness, slant, and minor distortions. This contributed to reduced false rejections.
Skilled Forgery Detection: The system demonstrated improved detection rates for skilled
forgeries compared to baseline models, highlighting the importance of complementary features in
distinguishing subtle forgery attempts that closely imitate genuine signatures.

Noise and Distortions: Preprocessing combined with hybrid feature extraction improved
robustness to noise and image degradation, common in scanned signature documents.

CONCLUSION

In this study, we proposed a novel hybrid feature extraction methodology combining Convolutional Neural
Networks (CNN) and Histogram of Oriented Gradients (HOG) within a multi-class classification framework to
address the challenges of offline handwritten signature verification. By integrating the deep, hierarchical feature
learning capability of CNNs with the robust, handcrafted gradient-based descriptors of HOG, the proposed system
effectively captures both global and local signature characteristics, enabling improved discrimination between
genuine signatures and various forgery types, including skilled forgeries. Our experimental results on benchmark
datasets demonstrated that the hybrid approach significantly outperforms standalone CNN and HOG methods,
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achieving higher accuracy, precision, recall, and F1-scores while maintaining low false acceptance and false
rejection rates. The multi-class classification setup allowed scalable verification across numerous users, making
the system suitable for real-world biometric applications where multiple signatures must be authenticated
simultaneously. The preprocessing pipeline ensured consistent and noise-reduced inputs, further enhancing the
robustness of feature extraction. The fusion of CNN and HOG features contributed to greater resilience against
intra-class variability caused by natural variations in handwriting style and external factors such as image quality
and noise, addressing common limitations seen in traditional feature extraction or pure deep learning approaches.
Moreover, the system exhibited strong generalizability across different datasets, highlighting its adaptability to
diverse signature styles and acquisition conditions. The study also emphasized the importance of optimal feature
fusion and classifier selection, with experiments showing that feature-level concatenation combined with
nonlinear Support Vector Machines provided the best performance. While the proposed system marks a significant
step forward in offline signature verification, certain limitations remain, such as potential degradation in extremely
poor-quality or partial signature scenarios, which suggest directions for future research including advanced fusion
strategies, ensemble classifiers, and multimodal biometric integration. Additionally, the use of data augmentation
and explainability techniques may further enhance model robustness and transparency, facilitating wider adoption.
In summary, this research establishes that a hybrid CNN-HOG feature extraction method integrated with a multi-
class classification framework presents a powerful, scalable, and practical solution for offline handwritten
signature verification, effectively addressing the challenges posed by skilled forgeries and intra-class variability,
and paving the way for more secure and reliable biometric authentication systems in various domains such as
banking, legal document validation, and access control. The approach’s balance of deep learning and handcrafted
descriptors offers a promising avenue for ongoing advancement in biometric verification technologies.
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