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Abstract. The increasing volume of academic publications necessitates efficient tools to assist researchers in
synthesizing vast amounts of scholarly information. This study introduces the development and evaluation of a
Publication Summary Generator specifically designed for academicians to facilitate concise and coherent
summarization of research abstracts. The system employs advanced natural language processing (NLP)
techniques, leveraging state-of-the-art transformer-based models to extract and condense key information while
maintaining the original context and intent of the publications. By automating the summarization process, the
tool aims to reduce the time and cognitive effort required for literature reviews, enabling researchers to quickly
assess the relevance and contributions of numerous studies. The generator is trained on a diverse dataset
comprising abstracts from multiple academic disciplines, ensuring versatility and adaptability across varied
research fields. Evaluation metrics such as ROUGE scores and human expert assessments demonstrate the
tool’s effectiveness in producing accurate, fluent, and informative summaries comparable to those manually
crafted by experts. Furthermore, user studies indicate significant improvements in researchers’ workflow
efficiency and comprehension when utilizing the generator. The system also incorporates customizable
parameters, allowing users to adjust summary length and focus areas according to their specific needs.
Challenges addressed during development include handling domain-specific jargon, preserving nuanced
meanings, and managing information density without oversimplification. The study discusses the implications
of integrating such automated summarization tools into academic databases, digital libraries, and research
management platforms to enhance knowledge dissemination and scholarly communication. Additionally,
ethical considerations regarding the reliance on Al-generated summaries and the potential risks of
misinterpretation are examined. The findings suggest that the Publication Summary Generator represents a
valuable resource for academicians, promoting more efficient knowledge acquisition and supporting informed
decision-making in research activities. Future work will explore expanding the model’s capabilities to include
multilingual summarization and integration with citation analysis tools, aiming to further streamline academic
workflows and foster interdisciplinary collaboration. This paper contributes to the growing field of Al-assisted
academic tools, offering insights into design strategies and practical applications that address the evolving needs
of the research community.
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INTRODUCTION

In the contemporary academic landscape, the exponential growth of scholarly publications presents both
opportunities and challenges for researchers across disciplines. As the volume of research articles, conference
papers, and technical reports continues to increase at an unprecedented pace, academicians face the daunting task
of staying current with relevant developments in their fields. This ever-expanding body of literature necessitates
efficient and effective methods for assimilating and synthesizing information to facilitate knowledge acquisition
and informed decision-making. Traditional approaches to literature review, which rely heavily on manual reading
and summarization, are becoming increasingly untenable due to time constraints and the sheer magnitude of
published work. Consequently, the development of automated tools that can assist researchers in digesting vast
amounts of academic content has become an urgent priority.

One promising approach to addressing this challenge is the use of automated summarization systems
tailored to academic texts. Summarization, as a field of natural language processing (NLP), involves generating
concise and coherent representations of longer documents while preserving essential information and meaning. In
academic contexts, effective summarization tools can enable researchers to quickly gauge the relevance,
contributions, and key findings of numerous publications, thereby accelerating literature reviews, hypothesis
formulation, and research planning. Despite advances in NLP technologies, generating high-quality summaries of
scholarly articles remains a complex task due to the specialized language, dense information, and contextual
nuances characteristic of academic writing.

Recent developments in deep learning, particularly the advent of transformer-based models such as
BERT, GPT, and their derivatives, have significantly improved the capabilities of automated summarization
systems. These models excel in understanding context and generating human-like text, making them well-suited
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for summarizing complex academic abstracts and full-text articles. However, the application of such models to
academic summarization requires careful consideration of domain-specific challenges. Academic texts often
include technical jargon, specialized terminology, and intricate argumentation structures that general-purpose
summarization systems may struggle to accurately capture. Moreover, balancing informativeness with brevity
while avoiding the loss of critical details is essential to ensure that generated summaries are both useful and
trustworthy to researchers.

Despite the availability of generic summarization tools, there remains a gap in solutions specifically
designed for the unique needs of academicians. Many existing systems focus on news articles, blogs, or general
documents, which differ significantly in style and complexity from scholarly publications. Recognizing this gap,
this study proposes a dedicated Publication Summary Generator that leverages advanced NLP techniques to
produce precise and informative summaries of academic abstracts. The proposed system is designed to handle
multiple disciplines by training on a diverse corpus of scholarly abstracts, thereby enhancing its adaptability and
robustness across research domains.

The importance of such a tool extends beyond mere convenience. Efficient summarization can help
reduce cognitive overload and minimize the risk of missing critical information amid the deluge of publications.
This, in turn, fosters more comprehensive and accurate literature reviews, supports interdisciplinary collaboration
by making knowledge accessible across fields, and ultimately contributes to the advancement of science and
scholarship. Furthermore, the automation of summarization processes can help democratize access to research
findings, benefiting early-career researchers, practitioners, and policymakers who may lack the resources or time
for exhaustive manual review.

Nevertheless, the implementation of an academic summarization tool entails several challenges. One
major concern is ensuring the fidelity of summaries to the original content, avoiding distortions or omissions that
could mislead users. Additionally, given the ethical implications of Al in academic contexts, transparency about
the summarization process and limitations is crucial to maintain trust and accountability. The system must also
accommodate user preferences, such as adjustable summary length or focus on specific aspects like methodology
or results, to cater to diverse research needs.

This paper presents the design, development, and evaluation of the Publication Summary Generator,
outlining the architecture of the system, the dataset construction, and the training methodologies employed.
Evaluation metrics, including both automated scores and expert human assessments, are used to validate the
quality and utility of the generated summaries. User feedback is incorporated to assess the impact of the tool on
research efficiency and comprehension. Additionally, the study explores future directions, such as expanding to
multilingual capabilities, integrating citation network analysis, and embedding the tool within research
management platforms.

LITERATURE SURVEY

Automatic text summarization has been an active research area for several decades, motivated by the need
to condense large volumes of text into shorter, meaningful summaries. The foundational work by Nenkova and
McKeown (2012) provides a comprehensive survey of summarization techniques, categorizing them into
extractive and abstractive approaches. Extractive summarization involves selecting salient sentences or phrases
directly from the source document, whereas abstractive summarization generates novel sentences that paraphrase
the original content. Their survey emphasizes the challenges of maintaining coherence and informativeness while
ensuring brevity, challenges that remain central to academic summarization tasks. The foundational concepts laid
out by Nenkova and McKeown guide much of the subsequent work in the field, including the design of specialized
systems for academic texts.

Building on the general summarization framework, See et al. (2017) proposed the pointer-generator
network, which combines the advantages of extractive and abstractive methods. This model is capable of copying
words from the source text while also generating new words, enabling it to produce more fluent and contextually
relevant summaries. The pointer-generator network has influenced many recent summarization systems,
particularly in handling out-of-vocabulary terms and maintaining factual accuracy. These features are especially
important in academic contexts, where preserving technical terminology and factual precision is critical.

The breakthrough in NLP brought about by transformer architectures has dramatically advanced
summarization capabilities. The work by Devlin et al. (2019) on BERT (Bidirectional Encoder Representations
from Transformers) introduced a deeply bidirectional transformer model pre-trained on large corpora. BERT’s
contextualized word embeddings have enabled more nuanced understanding of language, which is essential for
accurately summarizing complex academic abstracts. BERT has been adapted for various summarization tasks,
including academic summarization, due to its strong performance on understanding context and semantic
relationships.
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Further leveraging pretrained transformer encoders, Liu and Lapata (2019) developed a text
summarization model that fine-tunes BERT for abstractive summarization. Their model demonstrated significant
improvements over prior methods by effectively capturing the semantic essence of input documents. The
adaptability of pretrained models like BERT for summarization provides a strong foundation for developing
domain-specific summarizers, such as those tailored for academic literature.

Another advancement in abstractive summarization comes from Paulus et al. (2018), who integrated
reinforcement learning with sequence-to-sequence models. This approach optimizes the summarization model
based on evaluation metrics such as ROUGE, encouraging the generation of summaries that better align with
human judgments. Reinforcement learning techniques are promising for improving the quality and relevance of
summaries, especially in academic domains where accuracy and informativeness are paramount.

Complementing these neural summarization methods, Cao et al. (2018) introduced a hybrid approach that
retrieves relevant information, reranks candidate sentences, and rewrites them to generate summaries. This multi-
step pipeline leverages soft templates to guide the rewriting process, enabling more structured and coherent
summaries. Such approaches are useful in academic summarization, where maintaining logical flow and structured
presentation is necessary to effectively convey research contributions.

The importance of citation context in scientific summarization was explored by Qazvinian and Radev
(2008), who proposed citation summary networks. Their work highlights how leveraging citation sentences from
related papers can provide richer and more accurate summaries of scientific articles. This insight is particularly
relevant for academicians who rely on citation contexts to understand the significance and impact of a publication.
Incorporating citation-aware summarization can enhance the utility of a publication summary generator.

Building on domain-specific datasets, Molla and Santiago-Martinez (2011) investigated multi-document
summarization of scientific articles using the CISTI corpus. Their experiments underscored the unique challenges
posed by scientific texts, including the use of technical vocabulary and the need to capture multiple perspectives
from different documents. Multi-document summarization is highly relevant for academicians who synthesize
knowledge from several papers, and their findings inform the design of systems capable of handling complex
scientific narratives.

Addressing extreme summarization, Narayan et al. (2018) introduced topic-aware convolutional neural
networks that generate very short summaries capturing the core message of input documents. Extreme
summarization is particularly valuable for busy researchers needing rapid insights into a large number of papers.
Their topic-aware approach helps focus the summary on the most salient aspects, improving relevance and
usability for academic users.

Finally, Zhang et al. (2020) presented Pegasus, a transformer-based model pre-trained with a novel gap-
sentence generation objective tailored for abstractive summarization. Pegasus achieves state-of-the-art results on
multiple summarization benchmarks by effectively learning to predict missing sentences, an approach well suited
to capturing the main ideas of long documents. Its pre-training strategy offers promising potential for academic
summarization, where abstracts often summarize dense and intricate research content.

Collectively, these works contribute critical insights and technical advances that underpin the development
of specialized summarization tools for academic publications. The use of transformer-based architectures,
reinforcement learning, citation context, and domain-specific datasets all inform the design choices for the
Publication Summary Generator for Academicians. Integrating these advancements addresses key challenges such
as preserving technical accuracy, handling jargon, ensuring coherence, and tailoring summaries to the information
needs of researchers.

Furthermore, the trend towards hybrid methods combining extraction, rewriting, and abstractive generation
reflects the complexity of summarizing academic texts, which demand both fidelity to the source material and
readability. The inclusion of user-controllable parameters and adaptability to multiple disciplines are emerging
considerations that these prior studies highlight as critical for practical academic summarization systems.

In sum, the related literature establishes a robust foundation for building effective publication summary
generators that can significantly enhance academic workflows. By drawing on these seminal and recent studies,
this paper’s proposed system seeks to advance the state of the art in academic summarization, providing a valuable
tool to support the rapidly evolving needs of the research community.

PROPOSED SYSTEM

The proposed Publication Summary Generator for Academicians is designed to automate the extraction
and condensation of critical information from scholarly abstracts, enabling researchers to efficiently acquire
knowledge from a large corpus of academic literature. This section describes the methodology employed to
develop this system, detailing the data collection and preprocessing, model architecture, training process,

evaluation framework, and user interface customization options.
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1. Data Collection and Preprocessing

A fundamental aspect of developing a robust summary generator is assembling a high-quality and diverse
dataset that represents the variety of academic writing styles and disciplines. For this purpose, we compiled a large
corpus of scholarly abstracts drawn from open-access academic databases, including sources from fields such as
computer science, medicine, social sciences, engineering, and natural sciences. The dataset consists of
approximately 100,000 abstracts, carefully curated to include metadata such as title, authors, publication year, and
keywords to enable contextual understanding.

Preprocessing of this dataset involved several critical steps. Initially, text normalization was applied,
including lowercasing, removal of special characters, and tokenization. Due to the technical nature of academic
writing, domain-specific terminology and acronyms were preserved to maintain semantic integrity. Next, we
filtered out abstracts that were too short (less than 50 words) or excessively long (more than 500 words) to maintain
consistency in training. Additionally, stop words were handled with care: while common stop words were retained
for fluency, some domain-specific stop words were selectively removed to enhance model focus on meaningful
content.

To enhance the model’s ability to generalize across domains, abstracts were annotated with discipline tags
and split into training, validation, and test subsets in an 80:10:10 ratio. This division ensured representative
samples from each academic discipline in all subsets.

2. Model Architecture

The core of the Publication Summary Generator leverages transformer-based architectures, which have
demonstrated superior performance in natural language understanding and generation tasks. We employed a fine-
tuned version of the BERT encoder combined with a Transformer decoder, creating an encoder-decoder
framework optimized for abstractive summarization.

e Encoder: The encoder uses BERT pretrained on large-scale corpora, providing deep
contextualized embeddings that capture semantic nuances, syntax, and relationships between
tokens within the abstract. The bidirectional nature of BERT is particularly beneficial for
understanding complex sentence structures prevalent in academic writing.

e Decoder: The decoder is a multi-layer transformer module responsible for generating the
summary text autoregressively. It attends to the encoder’s output embeddings to produce coherent,
contextually relevant summaries. The decoder vocabulary is augmented to include domain-
specific terms, enhancing the model’s capability to accurately reproduce technical language.

To address the challenge of rare or out-of-vocabulary words, especially common in technical fields, the
model integrates a pointer-generator mechanism. This allows the decoder to dynamically copy tokens directly
from the source abstract when necessary, ensuring factual accuracy and preservation of key terminology.

3. Training Strategy

Training the model involved supervised learning on pairs of abstracts and their corresponding human-
written summaries. Due to the scarcity of large-scale labeled summarization datasets in academia, we adopted a
two-phase training strategy:

e Phase 1: Pretraining on General Summarization CorporacThe model was initially pretrained
on publicly available summarization datasets such as CNN/DailyMail and XSum to learn general
summarization patterns and language generation skills. This step provides a solid linguistic
foundation before domain-specific fine-tuning.

e Phase 2: Fine-tuning on Academic AbstractscSubsequently, the pretrained model was fine-
tuned on our curated academic abstract dataset. The training objective combined the standard
cross-entropy loss for token prediction with reinforcement learning techniques using the ROUGE
metric as a reward signal. This hybrid loss function encourages the model not only to generate
grammatically correct summaries but also to maximize informativeness and relevance as
measured by ROUGE scores.

Additional training techniques included scheduled sampling to reduce exposure bias, gradient clipping to
stabilize optimization, and dropout regularization to prevent overfitting.

4. Evaluation Framework

To rigorously assess the performance of the Publication Summary Generator, we employed both automatic
and human evaluation methods:

e  Automatic Metrics:cWe used ROUGE-1, ROUGE-2, and ROUGE-L scores to quantify overlap
between generated summaries and reference summaries at unigram, bigram, and longest common
subsequence levels respectively. These metrics provide standardized benchmarks widely accepted
in summarization research.

¢ Human Evaluation:cA panel of domain experts from multiple academic fields was recruited to
assess generated summaries based on criteria such as accuracy, coherence, informativeness, and
readability. Experts rated summaries on a Likert scale and provided qualitative feedback. The
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human evaluation ensured that the summaries met the high standards required in academic
contexts.

Additionally, the system’s impact on researchers’ workflow was studied by conducting user tests where
participants performed literature review tasks with and without the summary generator. The results indicated
improvements in speed and comprehension when summaries were utilized.

5. User Customization and Interface

Recognizing the diverse needs of academicians, the system incorporates several user-customizable features
to enhance usability:

e Summary Length Control: Users can specify the desired summary length (e.g., 100, 200, or 400
words), allowing for both brief overviews and more detailed abstracts depending on their
requirements.

e Focus Area Selection: Users can emphasize particular sections of the abstract to prioritize in the
summary, such as methodology, results, or conclusions. This is enabled by attention-guided
reweighting during the decoding process.

e Domain Adaptation: The system dynamically adapts vocabulary and style depending on the
selected academic discipline, ensuring terminology accuracy and stylistic appropriateness.

e Interactive Feedback Loop: Users can provide feedback on summary quality, which the system
incorporates for continual learning and model refinement through active learning techniques.

The user interface is designed to be intuitive, providing clear options for inputting abstracts, selecting
parameters, and viewing generated summaries. Integration with popular academic databases and reference
management tools is planned for seamless workflow integration.

6. Ethical Considerations and Limitations

Given the sensitive nature of academic content, the methodology emphasizes transparency regarding the
system’s capabilities and limitations. The summaries are presented as aids rather than definitive interpretations,
encouraging users to consult original texts for critical decisions. Potential risks of information loss or
misinterpretation are mitigated through human-in-the-loop validation and the ability to access full abstracts
alongside summaries.

Limitations of the current methodology include dependence on the quality and diversity of training data,
potential biases inherent in the datasets, and challenges in handling extremely novel or interdisciplinary abstracts.
Future work will address these issues by expanding datasets, enhancing multilingual capabilities, and integrating
citation network information to enrich summarization context.

RESULTS AND DISCUSSION

The evaluation of the proposed Publication Summary Generator for Academicians involved both
quantitative and qualitative analyses to comprehensively assess the quality, relevance, and practical utility of the
generated summaries. The system’s performance was benchmarked using standard automatic metrics alongside
expert human evaluations, and its impact on academic workflows was explored through user studies. This section
presents the key results obtained from these evaluations and discusses their significance, potential applications,
and limitations.

1. Quantitative Evaluation

To objectively measure the summary quality, we used the widely accepted ROUGE metrics — ROUGE-
1, ROUGE-2, and ROUGE-L — which quantify the overlap of unigrams, bigrams, and longest common
subsequences between generated summaries and reference human-written abstracts.

On the test set of 10,000 academic abstracts spanning multiple disciplines, the Publication Summary
Generator achieved the following average scores:

e ROUGE-1: 44.7
¢ ROUGE-2:21.3
e ROUGE-L:41.2

These results compare favorably with baseline summarization models, including extractive-only baselines
(average ROUGE-1 around 35) and earlier abstractive models without domain-specific fine-tuning (ROUGE-1
around 38). The inclusion of domain adaptation, pointer-generator mechanisms, and reinforcement learning
contributed to these improved outcomes by better preserving domain-specific terminology and capturing salient
information.

The ROUGE-2 score, which reflects bi-gram overlap, indicates the model’s ability to produce coherent and
meaningful phrase-level summaries rather than disjointed word sequences. The relatively high ROUGE-L score
suggests that the system maintains fluency and structural similarity to human summaries, capturing the logical
flow of abstracts.

2. Human Expert Evaluation

Beyond automated metrics, a panel of 20 domain experts—including professors, postdoctoral researchers,
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and PhD candidates—evaluated a randomized subset of 500 generated summaries. The evaluation criteria were:

e Accuracy: The extent to which summaries accurately reflect the content of the original abstracts
without distortion.

o Informativeness: Coverage of key points such as objectives, methods, results, and conclusions.

e Coherence: Logical flow and readability of the summary.

e Terminology: Correct usage of technical and domain-specific terms.

Each criterion was rated on a 5-point Likert scale, where 1 indicates poor performance and 5 indicates
excellent quality.

The average scores were:

e Accuracy: 4.3

e Informativeness: 4.1

e Coherence: 4.2

e Terminology: 4.4

These ratings demonstrate that the Publication Summary Generator produces summaries that experts
generally regard as reliable and useful. Particularly, the high terminology score highlights the effectiveness of the
pointer-generator module and domain vocabulary adaptation in preserving technical language.

Experts noted that while summaries were generally concise and well-structured, occasional minor
omissions occurred, especially in longer abstracts with complex multi-faceted contributions. However, these
omissions rarely impacted the overall understanding of the paper’s purpose or findings.

3. User Study: Impact on Research Workflow

To evaluate practical benefits, a controlled user study involving 30 researchers from various disciplines
was conducted. Participants were tasked with performing literature review activities both with and without access
to the generated summaries.

Key findings included:

o Time Efficiency: On average, participants completed literature review tasks 35% faster when
using the summary generator, indicating significant time savings in scanning multiple abstracts.

e Comprehension: Post-task quizzes showed a 15% improvement in participants’ understanding of
research content when summaries were available, reflecting enhanced cognitive processing aided
by concise summaries.

e  Satisfaction: Surveys revealed that 87% of participants found the tool useful and expressed
willingness to integrate it into their routine research workflows.

These results affirm that automated summarization can mitigate information overload, allowing researchers
to prioritize relevant papers and allocate more time to in-depth reading and analysis.

4. Discussion of Strengths

The study highlights several strengths of the proposed system:

e Domain Adaptability: Training on a multidisciplinary corpus and including domain-specific
vocabulary allows the model to perform well across various academic fields without sacrificing
accuracy.

e Hybrid Model Architecture: Combining pretrained transformers with pointer-generator
networks addresses challenges of technical term preservation and factual fidelity, a common
limitation of many abstractive summarizers.

e User-Centric Features: Customizable summary length and focus areas accommodate diverse
user preferences, enhancing the tool’s flexibility for different research scenarios.

The combination of quantitative and qualitative evidence suggests the system is well-positioned to serve
as a valuable research aid.

5. Limitations and Challenges

Despite promising results, several limitations warrant consideration:

e Information Loss: While summaries are generally accurate, some nuanced details, especially
methodological intricacies or secondary findings, may be underrepresented. This risk highlights
the importance of treating summaries as aids rather than substitutes for full-text reading.

o Dataset Bias: The training corpus, although diverse, may reflect biases inherent in available open-
access abstracts, potentially limiting generalizability to less-represented disciplines or non-
English texts.

o Handling Interdisciplinary Papers: Abstracts combining multiple research domains sometimes
posed challenges in accurately prioritizing which aspects to summarize, occasionally resulting in
uneven coverage.

o Complexity of Long Abstracts: Extremely long or densely packed abstracts can challenge the
model’s capacity, sometimes producing summaries that are less concise or slightly repetitive.
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CONCLUSION

In summary, this study presents the design, implementation, and evaluation of a Publication Summary
Generator tailored specifically for academicians, addressing the critical need for efficient and accurate synthesis
of scholarly abstracts amidst the ever-growing volume of academic literature. By leveraging advanced
transformer-based architectures combined with domain-specific adaptations, including a pointer-generator
mechanism and reinforcement learning fine-tuning, the system effectively balances abstractive summarization
with the preservation of technical terminology and factual accuracy. The comprehensive dataset, encompassing
diverse disciplines, ensures broad applicability and robustness across academic fields. Quantitative assessments
using ROUGE metrics demonstrated significant improvements over baseline models, while human expert
evaluations confirmed the summaries’ high accuracy, informativeness, coherence, and appropriate use of
specialized language, all vital qualities for academic comprehension and utility. Moreover, the positive outcomes
from user studies highlight the generator’s practical value in accelerating literature review tasks, enhancing
researcher productivity, and improving understanding of complex research findings. User-customizable features
such as summary length control and focus area selection further enhance flexibility and user engagement, making
the tool adaptable to varied research needs and preferences. Nonetheless, the system acknowledges its current
limitations, including occasional information omission, challenges with interdisciplinary and lengthy abstracts,
and dataset biases that may affect generalizability. These constraints emphasize the importance of considering
generated summaries as supplements rather than replacements for full-text reading, preserving scholarly rigor and
critical evaluation. Future directions aim to extend the system’s multilingual capabilities, incorporate citation
context for enriched summarization, and integrate interactive refinement mechanisms to continually improve
output quality based on user feedback. Additionally, embedding the summary generator within existing academic
databases and research management platforms promises to streamline workflow integration and maximize
accessibility. Ultimately, this work contributes a significant advancement in the field of automated academic
summarization by providing a reliable, domain-sensitive, and user-friendly tool that supports the increasingly
complex and fast-paced landscape of scholarly communication. The implications extend beyond mere time
savings, offering enhanced knowledge dissemination, promoting interdisciplinary collaboration, and fostering
equitable access to scientific knowledge globally. By facilitating quick yet comprehensive understanding of
academic publications, this Publication Summary Generator empowers researchers to navigate the expanding sea
of information with greater efficiency and confidence, thereby advancing the pace and quality of academic inquiry.
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