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Abstract. Plant health monitoring is a fundamental aspect of sustainable agriculture, as the early
detection of plant diseases plays a vital role in preventing extensive crop damage and associated
economic losses. In response to the growing demand for efficient and accurate plant disease
diagnostics, this study introduces a deep learning-based solution utilizing the YOLO (You Only
Look Once) object detection model for real-time identification and classification of plant diseases.
The YOLO architecture is chosen for its speed and precision, making it ideal for on-the-fly detection
tasks. The system is trained on a carefully curated dataset containing high-resolution images of both
healthy and diseased plant leaves, encompassing a variety of common plant illnesses across multiple
crop types. The methodology incorporates essential steps including image preprocessing to enhance
quality, feature extraction to capture disease-specific visual traits, and YOLO-based inference to
localize and classify affected areas on the leaves. To ensure usability and accessibility for farmers
and agricultural professionals, a web-based interface is developed using Streamlit, enabling users to
upload images of plant leaves directly through the platform for immediate analysis. Once an image
is uploaded, the system processes it in real time and displays results indicating whether the plant is
healthy or diseased, along with the specific type of disease detected. Furthermore, the platform
provides actionable insights by offering detailed preventive measures and treatment
recommendations tailored to the identified condition, thus empowering users to take timely and
informed action to mitigate crop loss. The deployment of the system via Streamlit ensures a
lightweight, responsive, and intuitive user experience, eliminating the need for specialized hardware
or extensive technical knowledge. This makes the tool particularly useful in rural or resource-limited
settings where expert agricultural advice may not be readily available. The scalability of the YOLO
model allows the system to be trained on larger and more diverse datasets in the future, improving
its robustness and generalization across various plant species and disease manifestations. Moreover,
the system’s architecture supports future development into a standalone desktop or mobile
application, facilitating offline usage in remote areas with limited internet connectivity. In summary,
this study demonstrates a practical, efficient, and scalable solution for plant health monitoring,
leveraging state-of-the-art deep learning techniques and accessible technology platforms to support
sustainable farming practices, enhance agricultural productivity, and reduce dependency on manual
disease identification. The integration of artificial intelligence with user-centric design presents a
forward-thinking approach to plant disease management, contributing significantly to global food
security efforts.
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INTRODUCTION
Agriculture remains the backbone of many economies around the world, especially in developing regions
where a large proportion of the population depends on farming for livelihood. Ensuring healthy crop production
is critical not only for economic stability but also for food security and sustainable development. However, plant
diseases present a persistent threat to agricultural productivity. According to the Food and Agriculture
Organization (FAO) of the United Nations, plant diseases are responsible for reducing global crop yields by up to
20-40% annually, leading to billions of dollars in economic losses and contributing to hunger and malnutrition.

Timely and accurate detection of plant diseases is, therefore, a fundamental aspect of modern precision
agriculture. Traditional approaches to disease diagnosis primarily rely on visual inspections by trained
agronomists or pathologists, which are often time-consuming, subjective, and limited by the availability of expert
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knowledge, particularly in rural or resource-constrained settings. Additionally, conventional methods such as
laboratory tests or microscopic analyses, while accurate, are not feasible for on-field or real-time diagnosis due to
their cost, time requirements, and need for specialized equipment.

Recent advances in artificial intelligence (Al) and computer vision offer promising solutions to automate
and scale plant disease detection. Among these, deep learning has emerged as a particularly powerful approach
for image-based classification and object detection tasks, due to its ability to automatically learn hierarchical
features from data without requiring manual feature engineering. Deep learning-based systems have demonstrated
superior performance in tasks such as face recognition, medical image diagnosis, and autonomous driving—and
are now increasingly being explored for agricultural applications.

This study introduces a deep learning-based framework for the real-time detection and classification
of plant diseases, utilizing the YOLO (You Only Look Once) object detection model. Unlike traditional image
classification networks that only label an entire image, YOLO performs both detection and classification in a
single pass, making it exceptionally fast and efficient. This feature is critical for practical agricultural scenarios
where rapid feedback can help farmers make timely decisions to prevent the spread of disease and mitigate yield
loss.

The proposed system is trained on a carefully curated dataset of high-resolution images of plant leaves,
encompassing a wide range of crop types and disease categories. The dataset includes both healthy and infected
samples, allowing the model to differentiate between normal leaf variations and pathological symptoms such as
spots, discolorations, mold, and deformation. The training pipeline involves standard deep learning practices
including image augmentation, normalization, and label encoding, followed by training the YOLO model to detect
and classify disease instances directly on the leaf surface.

To enhance the usability and accessibility of the system for end users, a lightweight and intuitive web-
based interface is developed using Streamlit—an open-source Python framework tailored for building data-
driven applications. Through this platform, users can upload images of plant leaves using a simple drag-and-drop
interface. Upon submission, the backend system processes the image in real time, detects any signs of disease
using the YOLO model, and returns annotated images highlighting affected regions, along with labels identifying
the specific type of disease or confirming the leaf’s health status.

What sets this system apart is not only its detection capabilities but also its built-in decision support
component. Once a disease is identified, the system provides users with actionable recommendations, including
common prevention techniques, treatment methods (organic and chemical), and guidelines for managing disease
spread. These insights are tailored to the disease type and designed to be understandable by users without formal
agricultural training.

The integration of YOLO with Streamlit ensures that the system runs efficiently even on modest
computing resources, removing the need for expensive hardware like GPUs or high-performance servers. This
makes the system well-suited for deployment in rural areas where internet connectivity, computing infrastructure,
and access to expert agricultural services may be limited. Furthermore, the modular design of the system allows
for future scalability, including the ability to train the model on new datasets, add support for more plant species,
and even develop offline versions for mobile or desktop platforms.

The importance of such tools cannot be overstated in the context of climate change and global food
insecurity. As weather patterns become more erratic and growing seasons shift, plants are becoming increasingly
vulnerable to pests and diseases. A robust, scalable, and real-time disease monitoring solution can empower
farmers with the knowledge needed to adapt quickly and protect their crops effectively. Additionally, such
technologies can serve as valuable components of digital agriculture ecosystems, feeding into larger platforms for
crop monitoring, yield prediction, and supply chain optimization.

Numerous studies in recent years have explored the use of convolutional neural networks (CNNs) for
classifying plant diseases from leaf images. While these studies have shown high accuracy in controlled
conditions, many rely on static classification models that do not localize the diseased region, lack real-time
feedback capabilities, or require specialized deployment environments. In contrast, the YOLO-based architecture
used in this study performs both localization and classification simultaneously, offering higher practicality and
faster inference suitable for real-world agricultural settings.
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Moreover, the system adheres to the principles of user-centric design, prioritizing simplicity,
interpretability, and practical utility. By providing clear visual feedback and plain-language recommendations, the
platform lowers the barrier to entry for smallholder farmers and agricultural workers who may not have advanced
technical knowledge or access to agronomic consultants.

LITERATURE SURVEY

The integration of blockchain technology with decentralized storage solutions like the InterPlanetary File
System (IPFS) has garnered significant attention for its potential to enhance data security, integrity, and
availability. Recent advancements in this domain have introduced innovative approaches to address challenges
such as data permanency, centralization, and scalability.

1. Introduction

Plant diseases pose a significant threat to global agricultural productivity and food security. Traditional
methods of plant disease diagnosis, such as visual inspection by experts or laboratory testing, are often time-
consuming, labor-intensive, and inaccessible to smallholder farmers. With the rise of precision agriculture,
artificial intelligence (Al) and deep learning (DL) have emerged as transformative tools for automated and scalable
plant health monitoring systems.

Among DL architectures, YOLO (You Only Look Once) is widely adopted for its real-time object
detection capabilities. It enables not just classification but localization of disease symptoms on plant leaves,
making it exceptionally suitable for in-field agricultural applications. The YOLO family—spanning from
YOLOV3 to the most recent YOLOV8 and beyond—has significantly improved detection accuracy, speed, and
model efficiency. This survey discusses the evolution of YOLO architectures, compares their performance across
various crops and datasets, and outlines current challenges and future directions in plant disease detection.

2. Overview of YOLO Architectures
2.1 YOLOv3 to YOLOV5

YOLOV3, a foundational architecture, introduced multi-scale detection and a robust DarkNet-53 backbone.
It was widely used for detecting disease spots on leaves, but struggled with small object accuracy. YOLOv4
integrated advanced techniques such as CSPDarkNet-53, Mish activation, and Cross-Stage Partial Networks
(CSPNet). These upgrades improved training stability and speed. YOLOV5 introduced auto-anchor
optimization, CloU loss, and Mosaic augmentation, significantly improving performance in agricultural
datasets. Patel and Patel (2023) showed that YOLOV5 outperformed YOLOv3 on multiple disease classification
tasks involving different plant species [12].

2.2 YOLOvV6, YOLOvV7, and YOLOV8

YOLOvV6 and YOLOvV7 pushed performance boundaries by introducing Efficient Layer Aggregation
Networks (ELAN), RepVGG blocks, and Task Alignment Learning. YOLOvS8, the most recent in the series,
introduced anchor-free detection, quantization-aware training, and a fully revamped backbone. Ali et al.
(2024) [6] compared YOLOvV5, YOLOv7, and YOLOVS8 on citrus disease datasets. YOLOV8 achieved a mean
Average Precision (mAP) of 96.1%, showing its superiority in both speed and accuracy.

3. Applications in Plant Disease Detection

3.1 Corn Leaf Disease Detection (Li et al., 2024)

Li et al. proposed a lightweight YOLOv8s-based model for detecting corn leaf diseases [5].
Enhancements like efficient convolutional blocks and attention mechanisms improved inference speed without
sacrificing accuracy. The model achieved mAP of 94.65% on a corn-specific dataset and showed robustness in
real-world environments with variable lighting and noise.

3.2 Real-Time Field Detection (Khalid et al., 2023)

Khalid et al. [1] focused on real-time detection using CNNs and YOLO-based object detection. Their model
was validated on multiple crop species including wheat, corn, and tomato. The YOLOV5-CNN hybrid achieved
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96.7% accuracy in distinguishing healthy from diseased samples. Their system was deployable on embedded
devices, showing promise for in-field agricultural monitoring.

3.3 Tomato Disease Localization (Thakur et al., 2022)

Thakur et al. proposed PlantXViT, a hybrid model combining Vision Transformers (ViT) with CNNs [2].
While not YOLO-based, it is notable for its explainability, showing heatmaps that indicate disease regions. The
combination of ViT’s attention mechanisms with CNN-based YOLO detectors is a potential avenue for future
exploration.

3.4 Rice Disease Detection with Multispectral Imaging (Alnaggar et al., 2023)

Alnaggar et al. demonstrated the power of combining YOLO-based CNNs with multispectral imaging
for rice disease detection [3]. Their model captured spectral features invisible to the naked eye, improving
classification of early-stage infections. Their approach suggests that fusion of visual and spectral data can
outperform traditional RGB-only models.

3.5 Multi-Crop, Multi-Disease Detection (Gohil et al., 2024)

Gohil et al. [4] presented a hybrid system using YOLOV5 for disease localization and CNN classifiers for
diagnosis. Trained on a dataset of over 20,000 images from 10 crop types, the model handled multi-label
classification and was integrated into a mobile application for on-site disease diagnosis.

PROPOSED SYSTEM

1. Introduction

The proposed system aims to automate the early detection of plant diseases using a deep learning-based
object detection approach. By leveraging the capabilities of YOLO (You Only Look Once) for real-time detection
and classification, and combining it with a lightweight, user-friendly Streamlit web interface, this system addresses
the challenges of slow manual diagnosis, limited expert availability, and the need for mobile, low-resource
agricultural technologies.

The system is designed to identify and localize diseases on plant leaves from images uploaded by users,
making it accessible to farmers, agronomists, and agricultural extension officers. Beyond simple detection, it
provides actionable feedback, including disease names, severity levels, and recommendations for treatment and
prevention.

2. System Architecture Overview
The proposed system follows a modular and scalable architecture composed of the following key
components:
Data Acquisition and Preprocessing
YOLO Model Training and Inference
Image Upload and Detection Interface (Streamlit)
Result Interpretation and Decision Support
Deployment and Scalability Features
Each component contributes to real-time performance, accuracy, and usability.

agrwbdE

3. Data Acquisition and Preprocessing
3.1 Dataset Composition
The model is trained on a curated dataset composed of high-resolution images of plant leaves, both healthy
and diseased. Public datasets such as PlantVillage, PlantDoc, and additional field images collected using
smartphones form the data corpus. The dataset includes a variety of crops such as:
Tomato
Potato
Maize
Rice
Grape
Citrus
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The diseases include but are not limited to:

Early blight

Late blight

Bacterial spot

Leaf mold

Rust

3.2 Image Annotation

For object detection tasks, bounding boxes are annotated using tools like Labellmg or Roboflow, tagging

specific disease areas. This enables YOLO to both classify and localize disease symptoms.

3.3 Data Augmentation

To enhance robustness and generalizability, the system incorporates augmentation techniques such as:
Random flipping and rotation

Color jitter and brightness adjustment

Zoom and cropping

Mosaic augmentation (a YOLO-native technique)

These transformations allow the model to learn under varied lighting, angle, and scale conditions.

4. YOLO-Based Model Design
4.1 Model Selection
The system uses YOLOVS for its superior performance, lightweight architecture, and ease of deployment.

YOLOV8 offers anchor-free object detection and supports quantization-aware training, which is essential for fast
inference in low-resource settings.

4.2 Model Training Parameters

Backbone: CSPDarknet

Optimizer: Adam or SGD with cosine annealing

Batch size: 16

Epochs: 150-300 (based on early stopping)

Loss Functions: Classification loss, bounding box regression loss (CloU), and objectness loss
Evaluation Metrics: mAP@0.5, mAP@0.5:0.95, Precision, Recall

4.3 Transfer Learning

The YOLOV8 model is initialized using pre-trained weights on COCO or PlantVillage and then fine-tuned

on the custom disease dataset. This reduces training time and improves convergence, especially when using a
relatively small dataset.

5. Web-Based Inference Interface
To enhance accessibility, a user-friendly Streamlit application is developed for real-time interaction.
5.1 Features of Streamlit Interface
Image Upload Panel: Users can upload leaf images via drag-and-drop or file browser.
Real-Time Detection: The uploaded image is passed through the trained YOLO model in real-time.
Bounding Box Visualization: Detected diseases are highlighted using labeled bounding boxes.
Disease Metadata Display: The app displays:

o Disease Name

o Confidence Score

o Suggested Treatments (fungicides, insecticides, organic remedies)

o Prevention Tips (crop rotation, resistant varieties)
5.2 Backend Integration
The YOLOvV8 model is deployed using ONNX or PyTorch backend integrated with Streamlit. Inference

takes less than 1 second per image on CPU and faster on GPU-enabled environments.

6. Decision Support Module

Post-detection, the system offers users agronomic guidance, such as:

Recommended Action: Based on disease severity and crop stage.

Curative Options: Chemical and organic remedies.

Preventive Measures: Agronomic practices like pruning, soil treatment, irrigation control.

This module is implemented using a rule-based knowledge system that maps disease labels to expert-

curated advice.

7. Offline and Edge Deployment (Future Scope)
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While the initial version is hosted online (Streamlit Cloud or Heroku), the system architecture allows future
enhancements such as:
e Mobile App Deployment: Using TensorFlow Lite or ONNX Runtime to support inference on
Android/iOS.
e Raspberry Pi or Jetson Nano Compatibility: For offline use in field conditions.
e Voice Interaction: To support semi-literate users in rural areas (using text-to-speech APIs).

RESULTS AND DISCUSSION

This section outlines the evaluation results of the YOLO-based plant disease detection system and provides a
comprehensive discussion on its performance, user experience, and potential future improvements. The system
was evaluated using a carefully curated dataset of plant diseases across various crops, and the results were analyzed
in terms of accuracy, inference speed, and user feedback.

1. Performance Evaluation
1.1 Model Accuracy

The system utilized YOLOV8, which is well-known for its speed and accuracy. To evaluate the model's
performance, the detection accuracy was assessed using common metrics such as mean Average Precision
(mAP), Precision, and Recall. The model was trained on a dataset containing images of plant leaves infected by
various diseases, such as early blight, bacterial spot, leaf mold, and rust.

mMAP Evaluation:
e  mMAP@0.5 (loU threshold of 0.5) for disease classification was 94%.

e  mMAP@0.75 (loU threshold of 0.75) showed a slightly lower precision, as expected in multi-class detection,
reaching 91.5%.

These values are comparable to state-of-the-art models in plant disease detection, such as YOLOV5 and YOLOvA4.
The slight difference in performance is attributed to image resolution, dataset diversity, and the nature of
diseases (e.g., diseases that present similar symptoms).

Precision and Recall:

e Precision was found to be 93.5%, indicating the model’s ability to accurately identify disease-infected
leaves without generating many false positives.

e Recall was 91.2%, meaning the system could detect most disease symptoms present in the input images.
The relatively high recall rate is critical in early-stage disease detection, where missing a symptom could
lead to large-scale crop loss.

Overall, the results demonstrate that YOLOVS is effective in identifying plant diseases with high accuracy and
precision. This is a crucial aspect for real-time deployment in agricultural settings.

1.2 Inference Speed

One of the key benefits of YOLO-based models is their ability to perform real-time detection. In this system, the
average inference time for an image was recorded at 0.85 seconds on a standard CPU (Intel i7). On GPU-
enabled systems, inference times were reduced to 0.25 seconds per image, ensuring that the system can be
effectively used in time-sensitive applications.

The system's inference speed is fast enough for real-time disease detection and can be used in the field for on-the-

spot analysis, especially in remote or resource-constrained settings.
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This performance aligns with the goals of making the technology accessible to farmers in rural areas where quick,
on-the-ground decisions are crucial. Real-time detection with minimal delay enhances the system’s practical
usability.

2. User Experience and Interface Evaluation

The Streamlit-based web interface was evaluated based on its usability, accessibility, and effectiveness in
conveying results to non-expert users (i.e., farmers).

2.1 User Feedback

User feedback was gathered through surveys and interviews conducted with a small sample of farmers, agricultural
extension workers, and plant health experts. The feedback focused on aspects such as the ease of use, the clarity
of results, and the overall system effectiveness.

e Ease of Use: Over 90% of users found the image upload process intuitive. The drag-and-drop feature was
simple enough for users with minimal digital literacy to navigate.

e Visualization: The system’s ability to show disease localization (via bounding boxes) and confidence
scores was particularly appreciated. The bounding boxes made it easier for users to understand exactly
which parts of the plant were affected.

e Actionable Insights: Users were also impressed by the system’s ability to provide recommendations for
treatments, prevention, and even alternative crops if diseases were severe. This feature helped users make
informed decisions about how to proceed with pest and disease management.

Overall, the interface was user-friendly and provided a level of clarity that would be beneficial to farmers without
technical backgrounds.

2.2 Accessibility

The system’s accessibility was evaluated in terms of deployment environments. The web-based interface
performed well on standard laptops and mobile devices, making it accessible on a wide range of platforms. The
lightweight nature of Streamlit ensures that it can be deployed quickly on the cloud (e.g., Heroku or AWS), making
it suitable for regions with stable internet connections.

In future versions, an offline version of the tool, with an edge deployment on devices like Raspberry Pi or Jetson
Nano, would enable farmers in remote areas with limited connectivity to use the system without internet access.

3. Discussion of Limitations

While the system performs admirably in terms of speed and accuracy, there are several limitations that should be
addressed in future iterations of the project:

3.1 Dataset Generalization

The model was trained on a dataset that includes a range of common plant diseases, but generalization to novel
diseases remains an issue. Some plant diseases are region-specific or present only under certain environmental
conditions, and the model may not perform as well on unseen diseases. Future work should focus on expanding
the training dataset to include a wider variety of crop diseases and disease variations across different climates and
geographies.

3.2 Multi-Label Detection
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The system currently supports single-label classification, where each bounding box represents a single disease.
However, in agricultural settings, plants can suffer from co-infections (multiple diseases at once). This limitation
could be addressed by extending the system to support multi-label detection, allowing it to classify multiple
diseases affecting the same plant simultaneously.

Plant Disease Detection using YOLO

Upload an image to detect plant diseases

Plant Disease Detection using YOLO

Upload an image to detect plant diseases

Specific Treatments

Late Blight

Early Blight

Fire Blight

General Tips

3.3 Disease Severity Estimation

Another limitation is the lack of disease severity estimation. The system currently identifies whether a disease is
present, but it does not quantify the extent of the disease (mild, moderate, or severe). Integrating regression-based
models or severity detection would help farmers understand how urgent the treatment is and whether it’s worth
applying pesticides or other control measures.

4. Future Improvements
4.1 Expanding the Dataset

As mentioned, a broader dataset is required for more robust generalization across diverse plant species,
environmental conditions, and new diseases. Collaboration with agricultural research institutions and field experts
could aid in acquiring high-quality, annotated datasets.
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4.2 Integration of Multi-Label and Severity Detection

Future versions of the system could incorporate multi-label detection, enabling it to identify and localize multiple
diseases on the same plant. Additionally, the integration of severity estimation would provide farmers with better
insights into how to prioritize intervention efforts.

4.3 Edge Deployment for Offline Use

To reach users in regions with limited internet access, the system could be deployed in an offline mode on portable
edge devices, such as mobile phones, Raspberry Pi, or Jetson Nano. This would enable farmers in remote areas to
diagnose plant diseases without requiring a continuous internet connection.

CONCLUSION

n conclusion, the proposed YOLO-based real-time plant disease detection system offers a significant
advancement in agricultural technology, providing an efficient, accurate, and accessible solution for early disease
identification. By leveraging the power of YOLOVS, a state-of-the-art object detection model, the system is able
to perform real-time disease detection on plant leaves with high accuracy and speed, making it suitable for on-the-
ground applications where timely intervention is crucial. The integration of a Streamlit-based web interface
ensures that even users with minimal technical expertise, such as farmers in rural or resource-limited areas, can
easily interact with the system, upload images, and receive immediate feedback on plant health. The system’s
ability to identify diseases, localize affected areas on the plant, and provide actionable insights in the form of
treatment recommendations and prevention tips is a major step toward empowering farmers to take informed,
timely actions to mitigate crop loss. Additionally, the real-time inference speed of the system, with detection times
of less than 1 second per image on CPU, ensures that it can be deployed effectively in field settings, where rapid
decision-making is often critical. The evaluation results demonstrate that the model achieves high levels of
precision, recall, and overall accuracy, making it comparable to existing solutions in the field of plant disease
detection. Despite these strengths, the system does have limitations, such as challenges with generalizing to novel
or region-specific diseases, and the inability to handle multi-label detection and severity estimation. These issues
highlight areas for future development, such as expanding the training dataset, improving disease severity
prediction, and incorporating multi-label detection to handle co-infections. Furthermore, the potential for offline
deployment on edge devices like mobile phones or Raspberry Pi opens up new avenues for extending the system’s
accessibility in areas with limited internet connectivity, thereby ensuring its usefulness across diverse geographic
regions. As agriculture continues to embrace digital transformation, the integration of artificial intelligence into
plant health monitoring systems holds great promise for improving crop yields, reducing dependency on chemical
pesticides, and contributing to sustainable farming practices. The proposed system is a step forward in the use of
Al to address the challenges of plant disease management, and with continued refinement and expansion, it has
the potential to make a significant impact on global food security. Ultimately, this system represents a forward-
thinking approach that can enhance agricultural productivity and empower farmers with the tools they need to
thrive in an increasingly digital world.
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